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Executive Summary 

This document aims to provide a comprehensive update on upscaling methodologies that 

can provide verification for the inventory calculation of agricultural greenhouse gas 

emission.  With a focus on recent work in New Zealand, we consider: 

i. existing measurement methods for the quantification of N2O by chamber and 

micrometeorological methods (for both CH4 and N2O), their pros and cons and 

some novel techniques including remote sensing methods that will give new 

insights in the future at larger (regional) scales, particularly for methane. 

ii. existing modelling methods, from simple disaggregation (which can be applied to 

both CH4 and N2O) through to semi-empirical and process-based modelling 

techniques (for N2O) that could provide a method in the future for a higher (more 

complex) tier of inventory calculation as well as a basis for testing scenarios and 

management practices designed to minimise N2O emission. 

iii. a brief discussion around uncertainties associated with upscaling and some 

recommendations for development of the current measurement and modelling 

research 

There are several motivating factors that stimulated production of the report which 

included – firstly advances in paddock-scale techniques for CH4 and N2O emission in 

recent years which have developed to the point where they can provide a reliable non-

intrusive source of continuous and spatially averaged data at the paddock-scale for both 

gases although advances in N2O are more recent and have come about through the 

deployment of high-precision optical (tuneable diode laser) technology.  Secondly, at the 

paddock-scale and beyond, a number of model frameworks for greenhouse gas accounting 

through to full simulation continue to be developed and can now benefit from a wider 

range of verification data.  It is through model-based upscaling that there is the potential to 

produce an inventory of higher tier (using IPCC terminology).  We briefly discuss 

uncertainty aspects of this and the constraints of additional data requirements.  A final 

motivation is the increasing interest on both inventory and measurement down at the 

paddock-scale.  This comes about through the need to test the efficacy of mitigation 

treatments (nitrification inhibitors) at larger scales designed to reduce greenhouse gas 

emission and provide other co-benefits and through the design period of an emissions 

trading scheme that has been considering emissions down at farm-scale. 
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1 Introduction 

The update follows from the previous report of Harvey et al. (2005); in the 3 years 

since the previous review there have been significant advance in technologies 

available and in the application of methods for paddock and regional scale assessment. 

As a back-drop to the report, Figure 1 shows a typical upscaling framework, here with 

a focus on nitrous oxide. 

Chamber measurement
10-4 – 10-2 ha

Continuous 
micrometeorological 
Paddock-scale
measurement
(100 – 102 ha)

National-scale
Model

Simple Regional          Complex
-scale model       Process-based
102 – 105 ha                    Model

Advancing N2O measurement and modelling

Key Environmental factors:
N inputs (animal, fertil iser)
Hydrological: soil moisture/rain
Temperature
Soil physics
Soil chemistry C,N, pH Paddock to regional scale 

models defined by grid of:
soil/drainage class x climate 
x enterprise/land use

Paddock-scale model

Regional-scale measurement

National-scale measurement
(top down verification)

Patch-scale modelling

Bottom-up 
inventory

Tier 1 -> Tier 2 -> Tier 3

Upscaling
Verification

Common scales
“Rare” scales
Difficult to get

Farm-scale  GHG 
management model

 

Figure 1:  Upscaling framework e.g. for nitrous oxide.  Commonly available scale in 
measurement and modelling are shown in bold boxes.  Scales where 
measurement and modelling is much more difficult are shown as dotted boxes. 

Measurements have typically made at small scales (chambers) to provide verification 

for models at larger scales (from paddock scale process models through to verification 



 

 

 
 
 
 
2  Upscaling agricultural N2O emission estimates 

of bottom-up Tier 1 inventory estimates based on emission factors for particular N2O 

emission processes.  In recent years, paddock-scale measurements have become 

possible through the use of high precision optical detectors (e.g. tuneable diode lasers) 

and these measurements can be used as a basis for model development and verification 

at the same scale. Through upscaling techniques, particularly model-based upscaling it 

is possible to take models verified in a particular environment at paddock- or farm-

scale and extrapolate to larger scales.  Through this type of model-based upscaling, it 

is possible to extend emission estimates to the national scale and potentially form the 

basis for a more complex or high tier inventory methodology.  The major limitation of 

this approach is the much greater data requirement required to verify the extended 

modelling with a well quantified uncertainty. 

1.1. Review of direct measurement techniques 

A comprehensive review is presented of techniques as applied in New Zealand for 

methane and nitrous oxide emission assessment on-farm. The use of 

micrometeorology for emission factor verification is discussed as well as 

recommendations on future research and application of these techniques.  

Consideration is given to novel techniques. 

The accurate determination of rates of emission or uptake of greenhouse gases (GHG) 

or volatile materials from area sources such as agricultural paddocks, anaerobic 

treatment ponds, feedlot pads and compost windrows requires careful application of 

measurement techniques. There are two approaches to measurement that are 

commonly adopted: 

 Chapter 2 considers enclosures: intrusive sampling devices, where a 

chamber, hood or wind tunnel, is deployed on an emitting surface. The 

device may be static (sealed or vented) or dynamic (flushed with 

contaminant-free carrier at a known velocity or flow rate). The emission 

rate is calculated as the rate of concentration increase in the static case or 

product of concentration and airflow through the device in the dynamic 

case [e.g.(Balfour et al. 1987, Conen & Smith 1998, Eklund, B. 1992, 

Eklund, B.M. et al. 1985, Fukui & Doskey 1996, Gholson et al. 1989, 

Gholson et al. 1991, Peu et al. 1999, Raich et al. 1990)]. 

 

 Chapter 3 considers non-intrusive micrometeorological techniques, 

including novel approaches where the emission rate is calculated from 

concentrations measured across the plume of emitted material along with 

local meteorological data, specifically horizontal and vertical wind 
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velocity profile data or from the direct high-frequency measurement of 

concentration and eddy transport velocity within a uniform flux field [e.g. 

(Christensen et al. 1996, Denmead et al. 2000a, Kim et al. 2005, Magliulo 

et al. 2004, Yamulki et al. 1996)]. 

The conclusions of a review of techniques conducted two decades ago by Wesely 

(1989) are still relevant today and “point out that there is no single system or 

technique for flux measurement that is universal.  Rather a combination of techniques 

must be used, depending on environmental conditions and the technology of species 

measurement.”  An update on techniques for measuring fluxes of nitrous oxide and 

methane at various scales has been recently produced by Denmead (2008). This 

excellent review provides a broad overview of the various techniques, and summarises 

many of their recognised benefits and disadvantages. 

Beyond the common approaches, Chapter 4 reviews current and future remote sensing 

prospects. 

1.2. Review of modelling techniques 

Whilst soil N2O emissions can be estimated at the small scale using chambers, and 

spatially integrated measurements can be made at the paddock-scale using 

micrometeorological techniques, it would be impractical (in terms of cost) to establish 

a network with the sampling intensity needed to provide national emission estimates 

based solely on measurements without use of models for extrapolation.  Chapter 5 in 

this review considers modelling approaches that have been pursued in New Zealand 

and have great promise as upscaling methodologies.  The review includes potential 

Tier 2 methodologies (IPCC 2006) where a framework is developed to re-aggregate 

the results of spatially and otherwise disaggregated emissions factors. This could 

potentially provide a national estimate of lower uncertainty than under Tier 1 although 

this is by no means certain.  Beyond that, there are semi-empirical approaches such as 

the Boundary-Line technique (Conen et al. 2000) that is of intermediate complexity 

between an emission factor based approach and a full-process-based model.  Two 

process-based models: DayCent and NZ-DNDC are considered.  The process-based 

approach (Giltrap et al. 2007, Saggar et al. 2007a) could form the basis of a complete 

Tier 3 methodology following significant model calibration and validation over a 

range of landscapes and farming systems.  Chapter 6 presents some initial discussion 

of the challenges and uncertainties of model-based upscaling.  Chapter 7 provides 

some conclusions and recommendations to take the measurement and modelling work 

forward. 
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2 Direct measurements: chamber-scale techniques 

This chapter discusses soil chamber and paddock wind-tunnel measurement, with a 

particular emphasis on quantifying nitrous oxide emissions.  Chambers (sometimes 

referred to as animal calorimeters) can also be used to enclose and study individual 

animal emissions.  This report does not consider this type of measurement.  We note 

that facilities for ruminant methane measurement have developed significantly 

recently through the extension of the animal calorimetry facility at AgResearch 

Grasslands, Palmerston North, with the aim of producing a premier research facility 

for the rapid and highly accurate measurement of methane emissions from forage fed 

sheep and cattle. 

2.1 Chamber description 

Chambers provide a convenient method for measuring the rate of emission or flux of 

volatile materials from a particular surface of interest. Chambers are placed on a 

surface, and the motion of the overlying air is controlled so that the fluxes of gases 

lead to measurable changes in concentration within the chamber volume over time. 

The emission (or deposition) rate can be calculated from the time-dependent changes 

in headspace concentration.  

Chambers are specifically designed to obtain emission rates from “area sources”, but 

are not suitable for determining emission rates from volume sources (such as poultry 

sheds, piggery buildings and other animal housing), or point sources, such as stacks. 

Other techniques are used for sampling from volume and point sources. 

A wide range of chamber designs and methodologies have been developed. The 

differing approaches reflect (1) a desire to sample at a sufficient spatial and temporal 

frequency to adequately characterize the emission rates from the surface of interest; 

(2) to avoid artefacts associated with the enclosure of the overlying air or placement of 

the chamber; (3) obtain concentrations or samples within the chamber that can be 

measured with the analytical device. Below, we discuss the range of physical 

characteristics of chambers, and the various operation modes employed in the field. 

2.1.1 Physical characteristics 

The principal physical characteristics of chambers are: shape of the area enclosed 

(chamber footprint); the dimensions of the area enclosed (footprint area); the volume 

of the chamber (chamber height divided by the footprint area). 
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In a recent review, Hudson and Ayoko (2008) considered 92 different emission 

devices and chambers, selected from the literature. While the review focused on use of 

these devices from the perspective of collecting samples of odorous air, most of the 

devices were used to collect samples of other volatile materials, including greenhouse 

gases. 

Twenty-seven of the devices selected were categorised as cylindrical, while the 

remaining 65 were rectangular.  

 

Figure 2: Static chambers:  left: 100 mm diameter machined PVC ring – semi permanent collar 
as receptacle for CO2 flux chamber, right: 300 mm diameter static chamber with 
removable lid for N2O measurement – (design – Landcare Research) 

Diameters of the cylindrical devices included in the review ranged from 76 mm to 325 

mm, and internal volumes from 2.2 L to over 66 L. The area covered by the cylindrical 

devices was quite small, the largest being 0.33 m2. 

Rectangular devices were more diverse in size and shape. The area of the chamber 

footprint ranged from 0.01 m2 to 113 m2. Internal volumes were also more diverse, 

ranging from 0.1 L to 512 000 L  
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Rochette and Eriksen-Hamel (2008) recently reviewed use of chamber measurements 

of N2O emissions. Part of their review focused on the physical dimensions of the 

various chambers used for these measurements. They were of the view that an area: 

perimeter ratio greater than about 100 mm was required to ensure that leakage did not 

adversely influence the measurements. This publication is reviewed extensively in 

Section 2.7 Uncertainty discussion, because it draws attention to many aspects of 

chamber design, operation, sampling and measurement that must be addressed to 

ensure good quality data are obtained. Pape et al. (2008) provide a list of details for a 

number of chamber designs as well. Their paper is also included in this review. 

2.1.2 Operating Principles 

Chambers can be broadly categorized as flow-through or closed. Flow-through (also 

known as “open”) chambers allow a constant flow of outside air to exchange with the 

headspace whereas closed chambers allow no, or very little, exchange with the 

atmosphere. Flow-through chambers require that the concentration is measured both at 

the inlet and outlet of the chamber whereas closed chambers require a measurement 

only within the headspace volume. A wind tunnel is a type of flow-through chamber 

in which the air flow is large, and intended to simulate external aerodynamic 

conditions. 

Closed chambers can be further categorised into static chambers and dynamic 

chambers. With static chambers, the headspace volume is enclosed and not circulated 

over the enclosure period. Typically, a series of grab samples are removed from the 

headspace volume at known intervals, and stored for off-line analysis. For example, 

gas syringe samples can be extracted and analysed at a later stage by gas 

chromatography. 

With dynamic chambers, the headspace volume is continually monitored for 

concentration using an in-line analytical sensor. This requires that the headspace 

volume is re-circulated in a closed loop between the volume overlying the surface and 

the analytical sensor. A common configuration for measuring soil CO2 fluxes is an 

automatically opening and closing chamber that is in line with a closed path infra-red 

gas analyser (IRGA) and a pump. The pump returns analyzed air back to the chamber 

headspace. These systems allow immediate determination of flux rates and are able to 

detect when headspace concentrations become sufficiently high to inhibit further 

upward flux via interference of concentration gradients. Some sophisticated systems 

incorporate scrubbing columns to remove emitted CO2 thereby avoiding this 
artefact. 
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2.1.3 Literature describing use of chambers 

A number of generic descriptions exist to guide practitioners in the collection of 

samples of volatile materials. For instance, Gostelow (2003) describe the use of wind 

tunnels and flux chambers for the collection of samples of odorous air, Klenbusch 

(1986) and Gholson et al. (1989, 1991) describe use of the dynamic emission chamber 

for characterising emissions of volatile organic compounds from contaminated soils 

and storage lagoons. Matson and Harriss (1995) describe chamber methods for 

measuring soil gas emissions.  

In New Zealand and Australia, a draft standard was recently open for public comment 

(Standards Australia and Standard New Zealand 2008). It was prepared to describe 

best practice use of two chamber devices and a wind tunnel for the collection of odour 

samples.  While no single standard or approved method exists for sampling emissions 

of GHG using chamber methods (de Klein, pers. comm. Keith & Wong 2006 referring 

to measurement of CO2 efflux from soils), the recent literature provides many 

examples of techniques in common use. Many recent uses of chambers follow the 

calculation protocols published by Hutchinson and Mosier (1981).  The recent critical 

review of Rochette and Eriksen-Hamel (2008) should be considered by anyone 

currently using or intending to use a non flow through, non steady state chamber 

device. Rochette and Eriksen-Hamel (2008) identify a number of useful publications 

summarising use of non-steady-state devices for sampling soil gases. Pape et al. 

(2008) provide a useful list a number of publications where dynamic chambers were 

used for measurement of reactive gases (particularly NO and NO2). Table 4 of their 

paper summarises materials of construction, flushing air used and basic quality control 

procedures. This Table also provides an indication of the very different conditions 

likely to result from the chamber volumes, flushing rates and closure times used. 

Seven of the 25 publications reviewed made use of automated systems that closed the 

chamber prior to measurement. 

2.2 Sampling methodology 

When using a chamber device for determining emission rates, the following actions 

are necessary: (1) selection of sample area; (2) insertion of chamber or chamber base; 

(3) sealing between the chamber and the surface; (4) sample collection or 

concentration measurement; (5) collection of ancillary measurements. 

2.2.1 Selection of sample area  

An area representative of the entire emitting surface is selected, on which the device is 

then deployed [often this selection process is subjective, based on visual appearance 
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(e.g. wet vs. dry, which in an agricultural context may be urine versus non-urine 

affected patches)]; 

2.2.2 Insertion of chamber or chamber base 

In most cases, the chamber is inserted into the emitting surface as far as possible [e.g. 

(Parkin 2008)], hopefully creating a leak tight seal, or it may be placed on top of this 

surface. However, insertion of the chamber can disturb the ground and enhance 

diffusion rates and/or release gases stored temporarily within the soil [e.g. (Gerlach et 

al. 2001)]. 

To minimize disturbance of the surface, a steel ring or rim can be inserted into the 

emitting surface to provide a semi-permanent “collar”, on which the device may be 

mounted during a sampling.. This approach is often used when it is necessary to 

collect a series of samples from a location, for instance over a growing season, or over 

a rainfall event, or as an applied nutrient is utilised by a crop. Following initial collar 

installation, the site needs to be left for a period before sampling is initiated. 

2.2.3 Sealing between the chamber and the surface 

It may be necessary to improve the seal (i.e. reduce or eliminate leakage of air) 

between the chamber, or the collar, and the surface through placement of suitable 

material, such as a clean, dry sand, around the outside of the chamber [the quality of 

the seal is generally presumed, not determined experimentally]. Sealing between the 

collar (if used) and the chamber can be achieved by use of soft rubber seals or 

threaded seals. Alternatively, a guttering around the top edge of the collar can be filled 

with distilled water, and the bottom edge of the chamber fitted into this guttering. The 

~2 cm depth of water forms a gas tight seal around the base of the chamber. This 

design is particularly well suited for methane flux measurements because of the low 

solubility of methane in water. 

2.2.4 Sample collection or concentration measurement 

Sample collection or concentration monitoring should proceed immediately following 

chamber placement. When using a dynamic device, a stabilisation period ensues, 

during which flushing of the device takes place (typical stabilisation periods are 

between five and 20 minutes duration). 
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 2.2.5 Ancillary measurements 

Depending on the measurement and calculation protocols followed by the practitioner, 

other data can be collected during the period of enclosure. Typically these data include 

the air temperature inside and outside the chamber, soil temperatures at specified 

depths, pressure within the chamber etc.  

 

 

Figure 3: University of New South Wales style wind tunnel and US EPA flux chamber in 
feedlot. Note the use of clean sand to improve seal between device and emitting 
surface 

2.3 Typical chamber protocols 

2.3.1 Chamber Selection and Placement 

De Klein et al.(2003) provide an example of “best practice” use of chamber methods 

under New Zealand conditions. Two slightly different methods of chamber 

deployment were described by De Klein et al. (2003), necessitated by the differences 

between field- and laboratory-scale emission measurements. During field sampling, 

the chambers were placed on the same position on each sampling occasion. The 
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chambers were inserted 30 mm into the emitting surface to achieve a seal. Thirty 

minutes following chamber placement, the two ports providing access to the chamber 

headspace were sealed and sampling commenced. For the laboratory measurements, a 

gas tight top was placed on the chamber and sampling commenced immediately. 

Other researchers [e.g. Skiba et al. (1998)], utilise slightly different techniques. In 

order to measure N2O emissions from a grazed paddock, a collar was inserted 

permanently into the emitting surface. On each sampling occasion, the chamber was 

placed on the collar 60 minutes prior to sampling. Commencement of sampling 

followed immediately on from sealing the ports into the chamber headspace. Where 

livestock was not an issue, the chamber walls were left in place permanently. The 

chambers were sealed following placement of a Perspex lid. Either of these techniques 

minimised soil disturbance, known to bias emission rates [e.g. (Keith & Wong 2006)]. 

Manual chamber techniques similar to those used by Skiba et al. (1998) were used in 

project GREENGRASS, where exchange fluxes of N2O were monitored over a three-

year period at 10 locations in eight European countries. A range of climate, soil and 

environmental conditions were included (Flechard et al. 2007). Automated chambers 

were also utilised to enable more intensive monitoring. 

Smith et al. (1995) describe use of “closed” and “open” (flow-through) chambers. The 

closed chambers were very similar to those described by Skiba (1998) and de Klein 

(2003). The “open” chambers are in fact closed, but continuously ventilated to enable 

analysis of NO; under these circumstances, it is necessary to concentrate the diluted 

N2O sampled from the headspace using molecular sieve traps. 

Parkin (2008) described use of a series of four automatic static chambers. The 

chamber lid was open unless measurement was in progress. The chamber was vented 

to allow pressure equilibration. Measurements took place four times daily. Extensive 

data collection included within and external air temperature measurement, soil 

temperature at four depths and differential pressure (chamber headspace vs. ambient 

pressure).  

Large volume chambers may also be used to measure soil gas emissions. They have 

larger footprint, thereby reducing the effects of spatial variability. Their use was 

briefly described by Smith et al. (1995). In this application, a chamber measuring 

about 2 m in width by up to about 30 m in length was formed using polyethylene sheet 

and plastic hoops. The volume of the chamber thus formed was between 40 and 47 m3, 

significantly larger than those typically used. 
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2.3.2  Measurement of concentrations  

Two basic approaches exist when chamber devices are used to estimate emission rates: 

 On-site measurement of concentrations, or 

 Off-site measurement of concentration, either  

o in whole samples collected in suitable containers and taken as such to 

a laboratory facility, or 

o analysis of volatile constituents which have been trapped on a solid 

phase sorbent, or within a liquid trapping solution. 

2.3.2.1 On-site measurements 

On-site measurement obviously requires all analytical and sampling equipment to be 

present on site. While it can present logistical challenges with certain applications, it 

offers the benefit that data are potentially available immediately, allowing the 

sampling campaign or analysis to be modified as required. More frequent monitoring 

is also likely – significant infrastructure is deployed, making automation of all aspects 

of the emission measurement process more attractive. 

An increasing array of options is available for on-site determination of chamber 

concentrations. For CO2 flux rates, closed path IRGAs are widely available, relatively 

inexpensive, easy to operate, portable, and can be powered by batteries. They are rapid 

response and have sufficient sensitivity to detect small fluxes. Several vendors offer 

integrated systems that incorporate the IRGA, one or more chambers, and the 

associated plumbing and pumping apparatus. PP Systems Ltd (Hitchin, UK) produce a 

small portable chamber, covering an area of 0.008 m2 (Soil respiration chamber: SRC-

1 chamber) coupled to an infrared gas analyser (EGM-4 IRGA) system 

http://www.ppsystems.com/co2_gas_analyzers.htm.  For longer term deployment 

Licor Biosciences produce the Automated Soil CO2 Flux System (LI 8100 

http://www.licor.com/env/Products/li8100/8100.jsp) with an rugged IRGA and 

environmental logger which can be coupled to a single automatic chamber or network 

of up to 16 multiplexed chambers to provide spatial averaging. 

An array of dynamic chambers can be connected to a single analyser, via a sample 

manifold/pumping system. When coupled with mass flow controllers and automation 

software, a series of measurements may be made from a number of devices 

http://www.ppsystems.com/co2_gas_analyzers.htm
http://www.licor.com/env/Products/li8100/8100.jsp
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sequentially, allowing trends over both space and time to be assessed. While this 

approach is not as readily applicable to non-steady state devices, where the 

measurement must commence immediately following deployment of a sealed or 

vented chamber on the emitting surface, examples do exist in the literature. Pape et al. 

(2008) described an automated dynamic chamber system, capable of simultaneous 

measurement at up to six discrete locations. In this application, the chambers were 

intermittently closed, with measurement taking place over a 12-minute period during 

each hour. The intermittent closure minimised the interference to natural conditions, 

unavoidable when a chamber system is used.  The Licor Biosciences LI-8100 follows 

this approach. 

While on-site concentration determinations with flow-through or closed-dynamic 

chamber systems are most frequently applied only to CO2 exchange, recent advances 

have made it possible to quantify other greenhouse gases. A range of other, more 

specific analysers are also available to allow measurement of one or more GHG, 

utilising a range of analytical techniques, mainly based on spectroscopic methods1. 

Denmead (2008) describes a system where concentrations inside an array of 

automated dynamic chambers were sequentially analysed for CH4, N2O and CO2 by 

an on-site Fourier Transform Infra-red (FTIR) spectrometry.  

2.3.2.2 Off-site measurements 

Off-site measurements are often the only option for materials present in low 

concentrations, or where sophisticated analysis is required, possibly involving pre-

concentration and/or chemical derivatization prior to measurement. Samples usually 

have to be concentrated, requiring sorbent traps.  An extended sampling interval is 

often required to collect sufficient sample (typically 30 to 60 minutes), and may 

constrain the numbers of samples that may be collected. 

The analytical requirements of trace gases such as CH4 and N2O are more demanding 

and it is generally more practical to measure their concentrations off-site. Gas 

chromatography (GC) is the most common form of analysis. The GC detection system 

varies according to the concentration and the detection requirements of the gases of 

interest. For high concentration samples, e.g. CO2 and CH4 in biogas, thermal 

conductivity detectors (TCD) are useful because they are inexpensive and can measure 

the concentration of multiple gases simultaneously. In most situations, the 

concentration changes of CH4 and N2O are too small for detection by GC-TCD, and 

separate GC systems must be used for each gas. CH4 concentrations are measured 

                                                      
1 e.g. CO2 - http://www.thermo.com/com/cda/product/detail/1,,10120732,00.html, 
Multiple GHG - http://www.thermo.com/com/cda/product/detail/1,,10142250,00.html, 
http://www.picarro.com/docs/datasheet_measurement_trace_gases.pdf  
 

http://www.thermo.com/com/cda/product/detail/1,,10120732,00.html
http://www.thermo.com/com/cda/product/detail/1,,10142250,00.html
http://www.picarro.com/docs/datasheet_measurement_trace_gases.pdf
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using a flame ionisation detector (FID) and N2O concentrations are measured using an 

electron capture detector (ECD). While GC-FID determination of CH4 is relatively 

straightforward, GC-ECD determination of N2O requires reasonably complex flow 

splitting and venting to avoid exposure of the 63Ni in the detector to excessive 

concentrations of oxygen. Multiple detector GC methods have been developed to 

simultaneously determine CO2, CH4 and N2O (Sey et al. 2008). 

For CH4 and N2O off-site analysis, the concentration of gas collected at different 

intervals from within the chamber volume is sufficient to allow direct injection 

directly into a GC without the need for pre-concentration. Therefore the sampling 

procedure simply requires removing grab samples from the chamber and storage until 

analysis. Grab samples can be removed the chamber using a gas-tight syringe, or by 

pumping into a Tedlar bag or evacuated sampling canister. The air may be transferred 

from the syringe to a container with better storage characteristics if the analysis is not 

immediate. 

De Klein et al (2003) utilised simple rubber-stoppered, evacuated glass vials for both 

collection and storage of samples prior to analysis of N2O. A sample volume of 6 mL 

was withdrawn at three specific times following chamber placement or sealing. At 

other sites, 50 mL volume of air was withdrawn from the headspace using a syringe 

and transferred to a 6 mL evacuated tube. Skiba et al. (1998) withdrew sample 

volumes of 500 mL twice following chamber placement or sealing using large 

syringes. These samples were then transferred to Tedlar bags for transport and storage 

prior to determination of N2O concentrations. In the case of de Klein et al. (2003), the 

discrete samples represented about 0.1% of the headspace volume.  For the two 

chambers used by Skiba et al., the individual samples represented about 2% and 

0.15% of the headspace volume respectively.  

2.4 Calculation of emission rates or flux 

The control of the headspace air differs between different chamber designs, leading to 

different relationships between the flux and the time-dependent concentration changes. 

Consequently, the formulae for calculating the fluxes have different forms. 
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2.4.1 Closed or static chamber devices 

The flux of a gas measured in a closed path chamber is:  









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


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


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d
h

dt

d

A

V
f gg 

 
Equation 1 

Where  is the flux of the gas of interest, V is the volume of the chamber, f A  is the 

area covered by the chamber, h is the headspace height and  







dt

d g
 is the change in 

the headspace gas density (mass/volume) as a function of time. This latter term can be 

calculated from linear or non-linear regression, or by finite difference. In practice, GC 

measurements of the grab samples provide a volumetric mixing ratio (e.g. volume per 

unit volume) rather than a mass density (g, mass per unit volume). Using the ideal 

gas law, the molar weight of the gas and a temperature or pressure measurement inside 

the chamber, the mixing ratio is converted to a mass density. Ideally this correction is 

done at each sample removal since pressure or temperature may change during the 

course of enclosure. 

The major disadvantage of the static chamber approach is that large concentrations of 

gases can accumulate within the headspace, decreasing the vertical concentration 

gradient and potentially inhibiting the physical and biological processes contributing 

to the flux. This problem implies that linear fits to the concentration time series are 

probably inappropriate and non-linear models may better describe concentration 

changes inside the chamber.  

Hutchinson and Mosier (1981) proposed the use of Equation 2 to correct the error in 

the flux determination due to the decrease in the concentration gradient over the 

course of chamber enclosure, requiring a correction.  
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Equation 2 

where ,  and  represent concentration measurements at three different times. 

The rate of change of headspace concentration is used to determine the emission rate, 

which is then corrected to provide a flux estimate at t0, the time of chamber placement. 

0C 1C 2C

Other non-steady state diffusion models have been developed to address this problem, 

and were recently discussed by Livingston et al. (2006). Livingston et al. (2006) 

demonstrated that linear models, as well as more complex quadratic models, probably 

introduce errors into the estimation process. They also drew into question the basic 

design of many of the non–steady-state chambers; the dimensions of many the devices 
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were optimised to promote apparent linearity of headspace concentrations with time. 

While they proposed that a time-dependent diffusion model offered advantages, they 

also indicated that performance of the model needed to be validated experimentally. 

2.4.2 Dynamic chamber devices and wind tunnels 

Concentration inside dynamic closed chambers and flow-through chambers can either 

be measured either on-site or off-site. For both types of chamber, a period of 

equilibration occurs immediately after chamber deployment. Once conditions have 

stabilized to approximately steady state conditions, determination of flux rates can 

proceed. The flushing rate of the headspace must be known, and can either be set at a 

known and controlled rate, or measured over the duration of the enclosure. For 

dynamic closed chambers, the flushing rate is typically in the range of 1 to 20 L/min, 

but for flow-through chambers, such as wind tunnels, much larger flushing rates are 

used, ranging from hundreds to thousands of L/min. 

Once the concentration of the gas is known, the calculation of the emission rate is 

straightforward and an equation of the form in Equation 3 is used (Pape et al. 2008): 

 inoutdA

Q
f  






  

Equation 3 

Where  is the chamber flushing rate (typically L/min), Q d  is the molar density of 

dry air and inout    is the concentration difference between flushing air leaving and 

entering the chamber (if cylinder gas, e.g. instrument grade air is used, in  is typically 

zero for N2O or methane). 

2.5 Short term versus automated long-term chambers 

Much of the above discussion has to be considered each time a chamber is placed for a 

measurement. However, considerable effort has been made to establish a number of 

long-term measurement sites with semi-permanent chamber installations with 

automated operation, data collection and telemetry. The Department of Primary 

Industries, Australia, has established two sites in Victoria on grazed (Hamilton) and 

cropped (Horsham, Figure 4) land to follow emissions from specific treatment plots 

over entire years or growing seasons. The chambers at these sites are designed to open 

or flush and minimise environmental disturbance of the structure. In addition to their 

long-term measurement capability, the chambers are also designed to provide data 

from a number of replicated treatment plots. Having this capability with chambers for 

a well-defined patch or plot is complex but less “equipment-intensive” than trying to 
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achieve the same replicated experimental plot result with a micrometeorological 

approach.  

 

Figure 4:  “Open top” automated chambers in Horsham, VIC 

2.6 General advantages and drawbacks of chambers and tunnels for emission 
measurements 

2.6.1 Potential advantages 

Wind tunnels and flux chambers offer a number of benefits over other techniques used 

to measure emission rates.  

 The process is conceptually and computationally simple. 

 With a large gas concentration headspace in the chamber, they have two 

orders of magnitude lower detection limit on flux compared with 

micrometeorological approaches 

 The numbers of variables requiring control or management is limited 

(generally only flushing rate). 
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 The devices are generally quite simple to manufacture, and therefore 

moderately priced. 

 The technique allows multiple emission devices to be connected to a 

single analytical unit, allowing trends over time and space to be assessed. 

This is often a very cost effective method to overcome the potential bias 

introduced by spatial inhomogeneity. 

2.6.2 Potential disadvantages 

 Both chambers and wind tunnels cover relatively small areas. In 

agricultural systems, greenhouse gas emissions may occur over large areas 

of the landscape, e.g. from an entire paddock or farm, from a large 

treatment pond, or from a wetland. It is unlikely that the area selected for 

chamber placement will represent the average emission from an area 

source, thereby introducing bias into the emission rate estimate. To 

overcome this issue, it is necessary to make a sufficiently large number of 

replicate measurements, which in turn is tedious and requires significant 

resources. 

 Deployment of chambers, no matter how carefully, disturbs the system 

from which the sample is being derived. Perturbations that have been 

documented include: 

o Altering the solar radiation to which the emitting surface was subject; 

o Altering the temperature in the air immediately above the emitting 

surface; 

o Altering the rate and distribution of rainfall to the surface; 

o Altering the influence of turbulent atmospheric processes, e.g. almost 

eliminating the wind speed within a static chamber, altering the 

turbulence within the headspace of a dynamic chamber, but in a non-

uniform fashion, altering the wind speed and turbulence 

characteristics above the emitting surface within a wind tunnel; 

o Altering the pressures within both wind tunnel and chambers relative 

to the adjacent, uncovered emitting surface. 
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Figure 5: Relative size of wind tunnel and flux chamber to a typical anaerobic treatment 
pond 

 

 The composition of the air within both wind tunnel and flux chamber is 

altered relative to that above the adjacent, uncovered emitting surface:   

o For a static chamber, the rate of change of headspace concentration is 

used to determine the emission rate, i.e. the technique depends on the 

fact that the system being assessed will be altered.  

o In the static chamber, the increase is non-linear and asymptotically 

approaches a maximum value.  

o In the case of a dynamic chamber, the headspace is also altered. 

Typically, the headspace concentrations of the variables of interest are 

increased, but to new, equilibrium-like values (i.e. the concentrations 

do not continue to increase over time).  
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o When used on liquid surfaces and very moist soils, condensation 

within the device can be an issue, particularly for reactive gases [e.g. 

(Pape et al. 2008)]. 

 

Figure 6: Condensation occurring within the headspace of a flux chamber 

o Increasing headspace concentration decreases the concentration 

driving force that is fundamental to all mass-transfer processes. The 

likely impact would be a tendency to depress emission rates. The 

increase in concentration is however often viewed as a benefit, 

because it may make the detection and analysis of volatile compounds 

easier. Bekku et al. (1997) utilised static, dynamic and flow-through 

chambers to measure rates of emission of carbon dioxide from soils. 

They confirmed that emission rates could be depressed by increases in 

concentrations of carbon dioxide in the headspace of static chambers. 

They were able to minimise the impact on measured carbon dioxide 

emission rates by limiting the chamber placement period. 
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o A wind tunnel is likely to introduce other effects. The large flushing 

rate may decrease the concentration of the variable of interest 

relative to the air above adjacent, uncovered surfaces, making 

analysis of the sample more difficult.  

 Absence of guidelines or standards in the design and operation of the 

many different wind tunnels and flux chambers must also be regarded as 

disadvantageous. 

Many of these issues remained largely unresolved. For example, the debate regarding 

optimal chamber design and utilisation was reviewed by Hutchinson and Livingston 

(2001). They identified that for non-steady state devices (i.e. static chambers), a 

properly designed and installed vent tube is vital for performance; leakage at the 

interface between the chamber and the emitting surface remained a significant source 

of potential error. Pressure fluctuations were shown to be quite large, potentially 

exerting a significant effect on flux measurements made soon after chamber 

deployment. While recommendations were provided regarding best design and 

installation of a vent tube in order to reduce pressure effects, validation is still 

required. 

More recently, Livingston et al. (2006) indicated that the curve fitting procedure used 

to calculate GHG emission rates using results from static chambers was probably a 

significant source of error. Livingston et al. (2006) recommended using a non-linear 

model. This recommendation is important – previous uses of linear model to fit 

headspace concentration data encouraged the construction of relatively tall devices, 

which were then used over long placement and measurement periods. The sensitivity 

of such chambers to pressure effects was also illustrated. Once more, a properly 

designed and installed vent tube was regarded as a solution to this problem.  

Limited comparisons of emission rates using static chambers and device-independent 

methods have been undertaken. Smith et al. (1994) compared flux measurements made 

with chambers with those derived from two micrometeorological methods. Fluxes 

determined from chamber measurements (210 to 300 ng N2O-N m2/s) were over a 

factor of two higher than fluxes determined from micrometeorological measurements 

(43 to 85 ng N2O-N m2/s). Christenson et al. (1996) observed better agreement 

between chambers and micrometeorological approaches. Because of natural spatial 

and temporal variability in emission, it is especially important that a true comparison 

is conducted with (i) identical plots of land being measured (i.e. the same flux 

footprint) (ii) during concurrent times for both the chambers and micrometeorological 

techniques. For N2O emission in New Zealand, some initial comparisons between 

chamber measurement, atmospheric and process-based model predictions were made 

by Saggar et al. (2005a). This paper gives some insight into the challenges faced in 
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comparison of quite different techniques and the potential for errors to multiply in 

upscaling estimates. 

2.7 Uncertainty discussion: physical aspects  

The uncertainty discussion is divided between errors arising from (1) physical aspects 

of chamber measurement and (2) errors arising from the difficulty of capturing spatial 

and temporal variability in flux in an inhomogeneous flux field.  This difficulty is 

particularly pertinent to emissions of N2O from pastoral agriculture which are 

characterised by significant areal variability and is dealt with below in 2.8 Uncertainty 

discussion: Areal variability. 

2.7.1 Physical aspects: Reliability of chamber nitrous oxide emission estimates 

Following their review consideration of 356 published studies of N2O emission, 

Rochette and Eriksen-Hamel (2008) concluded that the results of flux estimates in 

only about 40% of all studies should be regarded to have better than a medium 

confidence score (as defined in Table 1), and 60% of the results should be regarded 

with “low confidence”. 

Table 1: Confidence level definitions 

Confidence level Underestimation of flux (%) 

High 0 to 10 

Medium 0 to 30 

Low 10 to 50 

Very low 20 to 60 

 

The quality of most of the published measurements of N2O flux was regarded as poor. 

The criteria they developed to assess the quality of these results are useful for 

generally evaluating emission estimates making use of chambers. When compiling 

their criteria, they identified binary characteristics and numeric characteristics.  In 

general errors arising from measurement practice were generally additive, and would 

lead to a cumulative under-estimation of N2O flux. These were summarised in Table 1 

of their paper, which is summarised below in Table 2: 
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Table 2 Criteria for evaluating best practice N2O flux measurement using non-steady 
state chambers [from (Rochette & Eriksen-Hamel 2008)] 

Rating Chamber characteristic Unit for 

numeric 

criteria 
Very poor Poor Good Very good 

Type of chamber   Push-in, 

single piece 

 Base and chamber 

Insulation   No  Yes 

Vent   No  Yes 

Pressurised, fixed volume 

sample 

  No  Yes 

Quality control sample  No   Yes 

Time zero sample collected   No  Yes 

Non-linear model considered  No   Yes 

Zero slope tested   No Yes  

Temperature correction   No  Yes 

Sample container  Plastic 

syringe 

Glass 

syringe 

All other 

vials 

Exetainers®, 

Vacutainers®,  

on-site measurement 

Height of chamber cm <10 10 to <20 20 to <40 ≥40 

Chamber base insertion cm <5 5 to <8 8 to <12 ≥12 

Area/perimeter ratio cm <2.5 2.6 to <6.25 6.26 to <10 ≥10 

Duration of deployment min >60 >40 to 60 >20 to 40 ≤20 

Number of samples  no. 1 2 3 >3 

Duration of storage 

 Plastic syringe 

 

day 

 

>2 

 

1 to 2 

 

<1 

 

 Glass syringe day >4 >2 to 4 1 to 2 <1 

 Other vessel day >90 >45 to 90 >15 to 45 ≤15 
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2.7.2 Interpretation of key criteria – binary characteristics 

 Quality control 

Samples of reference gas should be collected using the same procedures used for 

chamber samples, stored under identical conditions, and analysed in the same manner 

as chamber samples. 

 Use of non-linear model 

This criterion was discussed extensively by Livingston et al. (2006). Use of non-linear 

models allows compensation for the immediate depression in emission rate likely to 

result from the chamber placement. 

 Sample container 

Proprietary, fixed volume evacuated glass containers are recommended because of 

proven performance (low leakage).  

2.7.3 Interpretation of key criteria – numeric characteristics 

 Chamber height 

Chamber height must be considered in association with the resulting chamber 

placement time (placement time likely to increase with chamber height). The 

reviewers consider that it was not possible to accurately determine the flux with a 20 

cm-high chamber over a 30-minute deployment period.  

 Chamber insertion 

Chamber insertion depths were related to the duration of chamber deployment and soil 

porosity. Unless the emitting surface was likely to provide saturated conditions, 

chamber insertion-time values greater than 12 cm/h were recommended. 
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 Area/perimeter relationship 

As the area of the chamber increases, the ratio of area to perimeter decreases, 

effectively reducing the relative loss of material by leakage at the perimeter. Chamber 

diameters greater than 40 cm were recommended. 

 Duration of deployment 

The perturbation of natural conditions (inhibition of emission, increased headspace 

humidity and temperature relative to ambient conditions) increases with chamber 

placement time. Chamber placement periods of less than 40 min duration were 

recommended. 

 Numbers of samples collected during chamber placement period 

The technique relies on a curve-fitting procedure; the accuracy of this fit increases 

with sample number, and collection of at least four samples was recommended.  

2.7.4 Other factors influencing accuracy 

Rochette and Eriksen-Hamel (2008) identify the inter-relationship of a number of 

factors as important in determining the overall accuracy of emission estimates. 

 Chamber design 

Soil disturbance should be minimised as far as possible, and use of two-piece base and 

chamber designs was encouraged. Reduction of radiant heating (through insulation) 

and reducing pressure effects (through well-designed vent tubes) is necessary. 

 Seal on the emitting surface 

Leakage is minimised through use of a two piece base and chamber design, where the 

base is inserted an adequate depth into the soil (determined in part by the soil 

porosity), and where the ratio of perimeter to area exceeds about 10. 

2.7.5 Recommendations for non-flow-through, non-steady-state chambers 

1. Devices should be of two-part design, with separate base and chamber; 

2. Chambers should be insulated and vented appropriately; 
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3. Chamber heights should be greater than 10 cm; 

4. Chamber insertion depths should exceed 5 cm; 

5. Pressurised, fixed volume storage containers should be used; 

6. At least three discrete air samples should be collected over the chamber 

placement period, starting at time zero; 

7. Non-linear techniques should be used to determine the change in headspace 

concentration over time. 

2.7.6 Between-device variability, chambers and wind tunnels 

A specific issue which has not received widespread attention relates to the actual 

emission rates derived from different devices, placed side-by-side on a surface, and 

used to collect paired samples simultaneously. Very few, truly paired comparisons of 

emission rates have been undertaken and reported in the literature.  

Research undertaken jointly by the Department of Primary Industries and Fisheries, 

Queensland (DPI&F), and Queensland University of Technology (QUT) has generated 

a substantial body of work that defines the differences in emission rate produced by 

two devices commonly used to determine odour emission rates. 

A series of measurements were made on a selection of area sources of odour 

(anaerobic treatment ponds, feedlot pads and permeable pond covers). Samples of 

odorous air were collected from a University of New South Wales wind tunnel and US 

EPA flux chamber placed side by side on a range of emitting surfaces, as shown in 

Figure 3. Replicate samples from each device were submitted to the DPI&F dynamic 

olfactometer for assessment. The results of this series of measurements were recently 

published (Hudson et al. 2008). Wind tunnel emission rates were consistently greater 

than those derived from flux chambers. 

It is interesting to note that in their review of over 350 uses of chamber techniques to 

determine N2O fluxes, Rochette and Eriksen-Hamel (2008) did not identify any paired 

comparison trials, which could provide estimates of uncertainty in flux estimates 

resulting from use of different types of devices. This is an area that deserves some 

attention. Unless the between-device variability can be estimated, it will be very 

difficult to separate the variability in flux associated with the device from variability 

arising from spatial or environmental factors. 
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2.7.7 Chamber flux errors caused by gas diffusion impacts 

In a discussion of errors arising from the intrusive nature of chamber measurements, 

Davidson et al. (2002) found the build up of gas in the chamber headspace will affect 

the diffusion gradient in the soil below and is likely to lead to an increasing 

underestimate of the flux as time progresses.  Livingston et al. (2005) estimated that 

chambers typically underestimate emission rates by 15 – 25% by ignoring this effect 

Diffusion gradient alone is not the only source of error. Other researchers have 

demonstrated a clear relationship between wind speed and emission rate, including: 

 Zhang et al. (2002) concluded that when measuring mercury emission 

rates, “high flushing flow rates are therefore a prerequisite for more 

accurate flux estimations and are strongly recommended whenever 

practical”;   

 Cobos et al. (2002), who demonstrated that conditional sampling 

substantially overcame this problem, offering the promise of greatly 

improved measurements of mercury flux, particularly at the landscape 

scale; 

 Reicosky et al. (2008), who identified that wind and associated 

aerodynamic pressure fluctuations affect gas exchange from soils, 

implying that molecular diffusion alone was not responsible for mass 

transfer, and that use of sealed chambers may underestimate CO2 

exchange.  In a similar vein, others have demonstrated similar dependence 

of measured emission rate on atmospheric turbulence (i.e. wind speed) 

[e.g. (Lee et al. 2004, Rathbun & Tai 1987)]. It is therefore clear that 

sampling techniques used to assess greenhouse gas emissions should also 

have regard for this dependency. 

2.7.8 Dependence of emission rate on ventilation rate or flushing rate 

Another issue with steady-state (i.e. dynamic, or flushed) flux chambers that has 

received inadequate consideration is the role of flushing rate. The original work 

describing use of the US EPA flux chamber indicated that the relationship between 

ventilation rate and emission rate was weak for the flux chamber (Klenbusch 1986). 

Research undertaken in Queensland indicated a strong dependence of emission rate for 

both wind tunnel and flux chamber, as indicated in Figure 7. Data included in the 

review by Denmead (2008) confirms that GHG flux measurements are similarly 

subject to wind speed effects (Figure 3).  
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Figure 7: Relationship between emission rate and velocity (wind tunnel, left) and flushing 
rate (US EPA flux chamber, right) from Hudson and Ayoko (2008) 

The limited number of published comparisons of wind tunnel derived emission rates 

with those derived from device-independent techniques indicate that wind tunnels are 

possibly more representative of emissions under “real-world” conditions. The 

previously discussed dependence between emission rate and wind speed or flushing 

rate deserves particular consideration. 

When measuring ammonia emission rates under field conditions Ryden and Lockyer 

(1985) compared emission rates derived from a large wind tunnel and an independent 

micrometeorological method. Measurements were made over periods of 15 and 17 

days respectively. When the tunnel wind speed was maintained at 1 m/s, the emission 

rate differed from values obtained by mass balance by factors of two to five, with the 

wind tunnel method consistently underestimating ammonia loss relative to the mass 

balance method. When the tunnel wind speed was maintained as close to ambient 

wind speed as possible, no significant difference in emission rates provided by the two 

methods was observed. Emission rates calculated from wind tunnel studies required a 

correction based on wind speed to produce values consistent with those derived under 

undisturbed conditions. 

Smith & Watts (1994) used a simple Gaussian back-calculation model to estimate 

odour emission rates from feedlot pads. These values were then compared with 

emission rates derived from two different wind tunnels (Smith, K.A. et al. 1995, 

Smith, R.J. & Kelly 1996, Smith, R.J. & Watts 1994). A good relationship was 

demonstrated between emission rates derived from the two methods. This reasonably 

close relationship between wind tunnel estimates of emission rate, and those derived 

from device-independent back-calculation, was subsequently confirmed by Galvin et 

al. (2004), using a large number of odour samples collected from a range of anaerobic 

treatment ponds over a 14-month period. 
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The results of Galvin (2004) and Smith et al. (1995) when measuring odour emission 

rates appear to be consistent with the use of backward Lagrangian stochastic (bLs) 

dispersion techniques, discussed by Denmead (2008). In the bLs procedure, the 

concentrations of samples collected downwind of the source are projected backward to 

the source itself, while simultaneously accounting for atmospheric turbulence and 

height, to predict the flux from the surface. 

2.8 Uncertainty discussion: Areal variability 

2.8.1 Capturing spatial variability with chambers 

The small size of chambers makes them suitable for measurement of flux from small 

areas, or from multiple sites within a large area. Applications of this capability may 

include estimating fluxes from soils subject to specific treatments (e.g. denitrification 

inhibitors), waste application (areas of pasture subject to manure or urine application), 

or when undertaking replicated trials of these or other treatments. 

The spatial limitations restrict the usefulness of these devices when measuring GHG 

fluxes from larger areas, or where a high degree of spatial variability is likely. The 

impact of spatial variability may be reduced by deployment of multiple devices [e.g. 

(Denmead 2008, Pape et al. 2008)]. There are practical limits to the number of devices 

that may be deployed.  On pastoral land, there will be significant spatial variability in 

emission (especially for nitrous oxide) associated with spatial variability of dung and 

urine deposition. It is difficult to quantify the spatial average emission estimate with 

small randomly placed chambers and it is likely that quite a high density grid of 

chambers is required to give an accurate spatial average. An experiment to study of 

spatial variability without the influence of patchy nitrogen deposition by Ambus and 

Christenson (1994) suggested a minimum grid size of about 7 m to detect variability 

attributed to soil moisture and that small scale variability may be important to account 

for denitrifying microsites. (Folorunso & Rolston 1984) on cropped land estimated the 

need for 3 chambers m2 to estimate the spatially averaged N2O flux to within 10%. 

There has been little published work investigating this for New Zealand pastoral 

systems. 

Ambus and Christenson (1994) also caution that even results from mega-chambers 

(upwards of 50 m) designed to capture spatial variability, should be interpreted with 

caution. Mega-chambers are also prone to other difficulties including problems in 

getting a good chamber perimeter seal and in ensuring adequate mixing of the 

chamber atmosphere (usually assisted by air circulation fans). 
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2.8.2 Capturing temporal variability with chambers 

Estimates of the errors in integrated flux introduced by discrete sampling with 

chambers have been made by Parkin (2008).  In his study, sampling at relatively 

frequent intervals i.e. once every three days, produced estimates within ±10% of 

expected values.  This range widened to between +60 and -40% when sampling every 

21 days.  However, some pastoral systems in New Zealand are highly likely to be 

subject to highly episodic fluxes (because of episodic deposition with grazing rotation 

and episodic triggers with irrigation).   

The current authors have also observed large (factor of 2) differences in flux estimates 

between chambers and micrometeorological approaches in the same campaign. We 

present here some details of further work we are developing to compare a grid of 

chambers sampling within the fetch of a flux-gradient micrometeorological tower 

during FarmGas2006 (Harvey et al. 2008) to investigate the cause of these initial 

differences. If significant episodes of emission are not adequately captured in the 

chamber sampling then emission rates can be significantly underestimated. To perform 

the comparison, experimental sites have been set up with a grid of chambers (~40 

chambers in the case of FarmGas2006 upwind of the micrometeorological flux 

measurement tower (Figure 8 and Figure 9). The footprint of the measurement tower 

was calculated using the parameterisation of Kljun et al. (2004). For periods of spatial 

overlap between the micrometeorological flux footprint and the chamber plot, fluxes 

from the two approaches were compared (Figure 10) 

.  

Figure 8: FarmGas2006 experimental site. 
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Figure 9: Chamber/tower micrometeorological comparison experiment (red hatched area – 
fenced off from cattle; green hatched area – chamber plot; blue lines – irrigator 
wheelings) 

 

Figure 10: Chamber/tower micrometeorological comparison experiment  
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Several interesting features are apparent in the comparison of Figure 10 showing daily 

integrated values from discrete chamber measurements versus continuous 

micrometeorological measurement: (1) similar trends were apparent in both the 

chambers and the micrometeorological measurements; (2) the maximum fluxes from 

the tower were always greater than the maxima of the chambers; (3) except during 

quiescent periods (e.g. day 289 and 291) when they were equal and (4) the average of 

the tower measurements were also always greater than the average of the chambers 

except during the quiescent periods. Integrated data are summarised in Table 3. The 

result of chambers not capturing bursts of high emission was that their emission 

estimate was about half of that from the continuous micrometeorological techniques. 

For this trial (Figure 11) there was a significant “tail” in the log normal distribution of 

emission where half of the total emission occurred in only 10-15% of the time and 

much of this episodic emission was not captured by the chambers. 

 

-60 20 100 180 260 340 420 500

N2O Flux (ng / m2. s)

0

50

100

150

Histogram of flux

 

Figure 11: Histogram of emission during FarmGas2006. The episodic nature of emission at 
this time was characterised as half of the total emission occurring in 10-15% of 
the time 
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Table 3: Calculated N2O emission flux kg ha-1 in 10 days for 3 techniques in FarmGas2006 

Measurement technique Treatment 

Gradient TDL Gradient GC Chambers 

Pre-Grazing 0.31 0.22 0.10 

Post-Grazing 0.56 0.55 0.25 

Baseline 0.13 0.06  

 

2.9 Implications regarding use of chambers to measure greenhouse gas emissions 

Static and dynamic chambers, and wind tunnels, all influence the source and 

conditions within which the emission measurement is taking place. These influences 

include alteration of the headspace concentration within the device, which may 

feedback to affect diffusion from the within soil atmosphere (particularly with static 

chambers), increase in the humidity of air within the device (particularly static 

chambers and low-flushing rate dynamic chambers), reduction in the effect of 

turbulent atmospheric processes (specifically wind speed and pressure differences) – 

particularly for static and low-flushing rate dynamic chambers. Dynamic devices such 

as wind tunnels appear to offer advantages when determining the emission rate or flux 

of a variety of volatile substances and soil gases. 

All chamber and wind tunnel devices cover a very small proportion of the emitting 

surface – single or low numbers of discrete measurements are unlikely to provide an 

accurate assessment of the actual emission from the surface. Device-independent 

techniques therefore appear better-suited to measurement of greenhouse gas emissions 

at the paddock and landscape scale. 

Chamber and wind tunnel devices do have an important role in the measurement and 

management of greenhouse gas emissions. Micrometeorological techniques are not 

well suited to determining spatial differences over small scales (say of the order of 

metres to tens of metres). Such measurements are particularly useful when 

determining the impact of specific actions at the small scale on emission processes, 

e.g. small trial plots examining use of nitrification inhibitors, impact of manure or 

effluent application to soils, impact of soil moisture on emission processes etc. 

Insights into all of these effects may be conveniently obtained by undertaking 

replicate, small-scale laboratory and field-scale trials. In addition, replicated 

experiments are more practical to conduct with chambers compared to the paddock 

scale.  At paddock scales, exact replication of the environment and soil condition is 

not practical to achieve. 
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Consideration of spatial, temporal and environmental factors (i.e. soil moisture, wind 

speed and temperature) and the requirement to estimate greenhouse gas emissions 

indicates strongly that static and dynamic chambers, wind tunnels and device 

independent techniques are complementary, rather than exclusive. Selection of the 

measurement technique should be made on the basis of the information required.  

Overall, upscaling emission measurements should have particular regard for 

atmospheric processes such as wind speed, pressure and solar heating. As such, more 

dynamic techniques, that emulate natural processes, such as wind tunnels, should be 

regarded as better suited to the task than static chambers, where a number of natural 

influences are substantially altered. 

Micrometeorological techniques eliminate many of the spatial variability issues by 

effectively averaging variability over areas of hundreds to thousands of m2, but do not 

allow estimates at very finite spatial scale (tens of m2).  These techniques can include 

the use of long-path length devices, often capable of high speed measurement (e.g. 10 

Hz). This allows very short-term variability to be assessed. In addition, the 

measurement is automated and takes place over periods of days to weeks at very high 

resolution. This in turn allows assessment of the influence of diurnal variability, 

rainfall and other meteorological factors to be estimated. Such assessment is not really 

practical for most chamber measurement strategies.  The table that follows provides 

some guidance regarding the relative strengths and weaknesses of the various 

techniques.  
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Table 4 Comparison of features, strengths and weaknesses of various techniques used for 
GHG measurements 

Technique Factor 

Chamber Mass-balance backward 

Lagrangian 

stochastic 

Micrometeorological  

Temporal variability Limited – less than 24 

measurements/ day 

High High High 

Spatial scale m2 Tens to 

thousands m2 

Tens to ten  

thousands m2 

Tens of thousands m2 

Suitability for estimating 

spatial variability 

Yes, repeated 

measure 

Yes, through 

averaging 

Yes, through 

averaging, or 

operation at small 

scale 

Yes, through averaging 

Complexity Low High High Very high 

Cost Low1 High High High 

Portability High (provided bases 

are established prior 

to measurement 

period) 

Low Low Low 

Relative sensitivity High High High Variable (gas dependent) 

Inhibition effects Yes None None None 

Pressure sensitivity Yes None None None 

Leakage sensitivity Yes None None None 

Subject to solar heating 

effects 

Yes2 None None None 

Subject to atmospheric 

turbulence and wind 

speed effects 

No3 Yes Yes Yes 

Subject to rainfall Yes Yes Yes Yes 
 
Notes 
1  Low cost only applies to simplest application – less than about 4 measurements/day 
2 Regarded as limitation – perturbation of emitting environment, probably increasing flux. 
3  Regarded as limitation – perturbation of emitting environment minimises one of the principal 

factors determining mass transfer. 
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3 Direct measurements: Paddock-scale techniques 

3.1 General remarks and terminology 

This section reviews a range of techniques that use knowledge of the airflow near the 

earth's surface to infer gas emissions from a grazing animal herd (for CH4) or a grazed 

or fertilised paddock (for N2O), therefore called paddock-scale techniques. Their main 

advantages over animal-scale or chamber techniques are that they take measurements 

only outside the grazed area, thus do not affect the animals' behaviour, and that they 

sample emission rates representative of the whole herd, not a subset of preselected 

animals.  The techniques are complementary to chambers or enclosures where 

replicated treatment plots or animals can be studied in a carefully controlled 

environment.  At the paddock-scale, the individual animal is substituted by a herd and 

any study of treatment plots is at the 50 m x 50 m scale or beyond.  The environment 

is not controlled and the methods are non-intrusive. 

The review classifies the techniques into four groups: mass-budget, vertical-flux, 

backward-Lagrangian, and tracer-ratio techniques. For each group there is one 

subsection describing the concepts and requirements of the techniques, the suitability 

for either trace gas, and recent studies where they have been applied. It is no 

coincidence that these studies are almost exclusively from Australia, Canada and New 

Zealand (and one from Ireland), since it is these countries where the interest in 

quantifying the greenhouse gas emissions from pastoral agriculture is largest, partly 

due to the large ratio of farm-animal population to human population and partly due to 

widespread practice of outdoor grazing. The four sections describing the techniques 

are followed by two brief synthesis sections, one comparing the advantages and 

limitations of the techniques, the other discussing their uncertainties. 

All techniques reviewed here require the measurement of windspeed, some at one 

height, others at multiple heights, and wind direction. They also require the 

measurement of either the gas density or the mixing ratio (more casually, called 

"concentration", C) of the gas of interest downwind of the emission sources. Some of 

them require the measurement of upwind (background) concentration, Cb, too. 

We denote the emission rate (source strength) per surface area by Q. The surface area 

in which emissions occur is the area grazed by the animals, i.e. the paddock. For N2O, 

Q is the immediate quantity of interest, because the gas emanates from the soil 

surface. Q can be converted into the emission rate per head, E, by E = Q/N, where N is 

the stock density (No. of animals per paddock area). For CH4, the immediate quantity 

of interest is E; assuming that, over time, the animals' positions during grazing are 
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evenly spread across the paddock, their emissions can be considered equivalent to the 

areal source strength, or "surface flux", Q, which is the quantity determined by the 

paddock-scale techniques. 

3.2 Mass-budget techniques 

Two variants of micrometeorological mass-budget techniques are available at the 

paddock scale, in the following denoted as IHF (integrated horizontal flux) technique 

and NBL (nocturnal boundary-layer budget) technique. Both establish the budget of 

the trace gas of interest within an air volume above the paddock, in the horizontal 

limited by the paddock dimensions and in the vertical reaching from the ground to a 

height zb. The difference of the fluxes of the gas into the volume and out of the volume 

(through all faces of the budget volume) equals the change of gas contents within the 

air volume. Both techniques then derive the flux of interest at the ground-air interface, 

Q, from quantifying the other terms in the budget equation, the fluxes through the air-

air interfaces and the change of contents within the volume. The two techniques make 

different assumptions which of these terms are negligible. 

The NBL technique is based on the idea that during stable stratification (at night-

time) the vertical exchange is completely suppressed at the top of the nocturnal 

boundary layer (defined as the inversion height zi). Hence, the budget volume has a 

natural lid at zb = zi. It is further assumed that there is no mean wind, so horizontal 

exchange of air is slow and fluxes through the sides of the budget volume are small 

compared to the surface flux of the gas of interest. The surface flux therefore causes 

the concentration of the gas in the budget volume to increase over time. This increase 

is measured along a vertical profile, which must reach higher than zi. This typically 

being a few tens of metres, small masts are not sufficient as instrument platforms. 

Tethered sondes or radiosondes can be employed for this purpose. The largest 

weakness of the technique is the uncertainty about the extent of the surface that the 

budget represents. It is thus unknown what fraction of the measured concentration 

build-up over time is caused by distant sources. Even if there are no distant sources, it 

is poorly known to what horizontal distance the air mass in the NBL contributes to the 

dilution of the gas emitted from the local sources of interest. Strictly speaking, the 

simple NBL budget assumption requires an infinitely large homogeneous source area; 

for typical paddock sizes, this is a poor assumption. The situation is further 

complicated by the occasional occurrence of intermittent turbulence in the NBL, 

which then renews the air mass in which the gas has accumulated (Harvey, M.J. et al. 

2002).  Denmead et al. (1998) used the NBL technique to measure CH4 emissions 

from sheep, finding agreement with other techniques within a factor of 2. Given the 

principal difficulties as mentioned before, it is unlikely that the accuracy of the 

method can be improved much, except for rare cases of ideal conditions. 
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The IHF technique assumes that horizontal windspeed is strong enough to exchange 

the air in the budget volume rapidly, hence the net contents change is assumed zero 

and fluxes into the volume are balanced by fluxes out of the volume. The height zb is 

chosen as the height where the concentration drops to its background value (C = Cb), 

i.e. where the air does not contain any gas emanated from the sources beneath. This 

means the vertical flux through the top face of the air volume is zero, and the surface 

flux is given as the difference of the vertically-integrated horizontal fluxes downwind 

and upwind of the paddock. In two dimensions (vertical and alongwind, assuming that 

crosswind fluxes balance to zero), the budget can be written as: 

        
1

    
0
 




bz

updn
dnup

dzCCu
rr

Q  

where u is the horizontal windspeed, rup and rdn are the alongwind coordinates of the 

upwind and downwind paddock boundaries, Cup and Cdn are the upwind and 

downwind concentrations, and brackets <…> indicate a time average. The time-

averaged horizontal flux consists of two contributions, one with the mean flow and 

one with the turbulent fluctuations: 

<u (Cdn – Cup)> = <u> (<Cdn> – <Cup>) + (<u' Cdn'> – <u' Cup'>) 

where the prime (') indicates the difference of the instantaneous value from the time 

average. The mean term (first on right-hand side) is the horizontal flux that can be 

measured. The turbulent term (second on right-hand side) is of opposite direction to 

the mean term ("backflow"). It cannot be measured directly and needs to be 

parameterised. 

The IHF technique was originally applied on small plots grazed by a handful of 

animals, where it was possible to measure vertical concentration profiles on all four 

horizontal sides with a single instrument, via a switching system that included 16 

intake tubes (for N2O: (Harper et al. 1999), for CH4 from cattle: (Leuning et al. 1999), 

for CH4 from sheep: (Laubach & Kelliher 2004)). Because profiles on all four 

paddock sides were measured, no footprint considerations were needed. The turbulent 

backflow term was assumed a fixed proportion (10 or 15 %) of the mean-flow 

horizontal flux. These studies provided proof of concept, but for the purpose of testing 

inventory predictions of emissions, larger animal numbers are required 
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Figure 12: Schematic of the IHF technique. Gas emitted from the animals or the ground 
(brown arrows) is transported in the vertical by turbulent eddies (black circles), 
and in the horizontal by the mean wind (profile shown as black arrows on left 
and right). A measurement mast with five sampling heights is placed downwind 
of the grazed paddock. An exemplified concentration profile is shown on the 
right. Upwind concentration is assumed to be constant with height and equal to 
the background value. 

Laubach and Kelliher (2004) modified the technique for realistic paddock sizes in 

New Zealand, of 1 to 10 ha, grazed by a few hundred animals. In their approach, 

shown schematically in Figure 12, only one vertical profile is measured, in a location 

anticipated to be downwind of the paddock for much of the experiment duration. It is 

assumed that Cup = Cb, which is measured in one or two separate locations. Wind 

direction determines which cross-section of the paddock is upwind of the profile mast, 

hence the actual source area varies over time. Laubach and Kelliher (2004) derived 

how this depends on paddock geometry and wind direction. They also derived a 

parameterisation of the turbulent backflow term and estimated its uncertainty. 

3.3 Vertical flux techniques 

The vertical gas flux, F, at some location downwind from the gas sources, is related to 

the emission rate via Q = F/S, where S is the source area weight function, or 

"footprint" function. This function quantifies the fraction that the limited paddock area 

would contribute to the vertical flux of a hypothetical tracer that was uniformly 

released everywhere at the upwind surface, inside and outside the paddock. S depends 

on the setup geometry (paddock coordinates and measurement location), the 

meteorological conditions (wind vector and stability) and the roughness of the upwind 

surface. Methods to measure F, as described in the following, usually collect the data 

necessary to estimate S anyway, hence they are suited to determine Q. 
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There are two principal ways to measure the vertical flux: either directly as the 

correlation product of vertical wind and concentration fluctuations, or indirectly, by 

relating the flux to the vertical concentration gradient, which is easier to measure. The 

direct technique is called eddy covariance (EC), the indirect is called flux-gradient 

(FG) technique.  A “semi-direct” technique: relaxed eddy accumulation (REA) exists 

that partitions gas according the measurement of vertical velocity and accumulates 

samples typically over half hour periods, eliminating the need for fast response gas 

sensing 

The setup geometry for EC and FG is shown in Figure 13. 
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Figure 13: Schematic of the vertical flux techniques. Emitted gas, turbulent eddies and wind 
profile are shown as in Figure 12. The horizontal dotted line marks the height at 
which the vertical turbulent flux is measured, either directly by eddy covariance 
(EC) instruments at that level, or indirectly from the concentration gradient 
between the measurement heights above and below. The elliptical "source area" 
is the area from which the gas emissions contribute most strongly (up to a 
prescribed fraction of the total, e.g. 50 % or 90 %) to the measured flux. 

 

The basic equation of the EC technique is: 

F = <w'C'> 

where w is vertical windspeed. Both w and C need to be measured at the same location 

at high time resolution (> 5 Hz sampling rate). Fast measurements of w can readily be 

provided by sonic anemometers. While over the last 20 years or so measurements of 

the fluxes of heat, water vapour and CO2 by the EC technique have become routine, a 

serious limitation to its application for trace gases has been a lack of suitable gas 

sensors. This is because for practically all methods measuring gas concentrations, 

resolution and precision decrease with decreasing integration time. First prototypes for 
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CH4 and N2O were tried in the early nineties (Fowler et al. 1995, Wienhold et al. 

1995). Nowadays, tuneable diode lasers (Edwards et al. 2003) have become 

commercially available, though they are bulky, expensive, sensitive to vibrations and 

require cooling with liquid nitrogen, which makes them challenging to run under field 

conditions. They have so far been applied to N2O emissions from grazed pasture only 

by Scanlon & Kiely (2003). A new compact CH4 instrument, based on off-axis 

spectroscopy, is now commercially available (Hendriks et al. 2008) but has not been 

applied to measure animal emissions yet. 

The basic EC equation, above, is a special case of the budget equation for the gas of 

interest. To be valid, it requires stationary and horizontally homogeneous flow, thus 

flat terrain without obstacles or major roughness changes. Also, in practice there are 

further assumptions (e.g. of zero mean vertical wind, co-location of w and C 

measurement, perfect instrument response etc.) that are never fully met and may need 

correction procedures. These are extensively discussed by Pattey et al (2006). 

The relaxed eddy accumulation REA technique described by Businger and Oncley 

(1990) is a technique in which wind turbulence is measured in the same way as with 

the EC technique and this is used to separate upwardly moving (up-draft) air from 

down-draft air through fast response solenoid valves.  The REA flux is given by: 

)( 22
  ONONAF w   

Where w is standard deviation of vertical velocity, N2O
+ is mean gas density of 

updraft + air (ng m-3) and A is the REA empirical coefficient.  Gas is collected at the 

same height as the wind measurement and accumulated into updraft + and downdraft – 

samples.  An advantage/motivation for the use of REA is that measurement of the gas 

can be offline and can be made with slow-response gas detectors within the typical 30 

minute micrometeorological run time. 

An alternative that is technically less demanding is the FG technique. Its basic 

equation is: 

z

C
KF




      

where K is the turbulent diffusivity of the gas of interest. In practice, the concentration 

gradient is approximated by concentration differences between two measurement 

heights. These differences must be measured with high precision, but no fast response 

is needed. The validity of the flux-gradient equation is based on Similarity Theory, 

which requires the same assumptions of stationarity and homogeneity as the EC 
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technique. The gas diffusivity K must be parameterised, usually assuming that (again, 

according to Similarity Theory) it almost equals the diffusivity of either momentum or 

heat, except for a stability-dependent factor, φ, of magnitude 1. The diffusivity of 

momentum can be obtained from the wind profile (aerodynamic method) or from the 

momentum flux measured with a sonic anemometer. The diffusivity of heat can be 

obtained from simultaneous measurements of temperature and humidity profiles 

(Bowen ratio method) or from a temperature profile and the sensible heat flux 

measured by a sonic anemometer. The experimentally simplest method is the one 

using momentum flux; the sonic anemometer data also provide the stability parameter 

on which the φ factor depends.  

There is ongoing debate regarding the similarity assumptions of the diffusivities (see 

Laubach & Kelliher 2004). Yet, the accuracy of the momentum diffusivity is limited 

by the measurement error of momentum flux, and the accuracy of the diffusivity for 

heat is limited by the combined errors of sensible heat flux and temperature gradient. 

In both cases, 10 to 20 % relative error is realistic. Within these error margins, the 

similarity assumption usually holds, except for very stable or very unstable 

stratification, when either the fluxes (stable) or the gradients (unstable) become small 

and error-prone, for which reason alone the FG technique does not work reliably in 

very stable or very unstable conditions. Note that the relative error of K accounts only 

for part of the technique's uncertainty; more see in the separate section below. Trace 

gas emissions from animals can successfully be measured with the FG technique, as 

demonstrated e.g. by Judd et al. (1999) for CH4 and by Phillips et al. (2007) and 

Harvey et al. (2008) for N2O. 

3.4 Backward-Lagrangian simulation technique 

Lagrangian stochastic models simulate the flight paths of individual air parcels, 

provided the windspeed and turbulence statistics of the flow are known. Such models 

can be used forward or backward in time. In the forward case, the air parcels travel 

from a given starting point; this can then be used to predict how a trace gas (added to 

the air at the starting point) will disperse downwind. In the backward case, the air 

parcel's origin is determined from a given observation point; this information can then 

be used to infer the unknown strength of a gas source located upwind. For a few years 

now, a backward-Lagrangian stochastic (BLS) model for the atmospheric surface layer 

(Flesch et al. 1995) has been commercially available under the trade name WindTrax 

(Thunder Beach Scientific, Halifax, Nova Scotia, Canada). It is described 

comprehensively by Flesch et al. (2004). WindTrax assumes a flat surface of 

homogeneous roughness, free of flow obstacles. It requires the following inputs: at 

least one measurement of windspeed, one measurement of concentration downwind of 

the gas source, C, background (upwind) concentration, Cb, and the horizontal 
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coordinates of the source area, here the paddock. (For area sources, the emission is 

always assumed to be at ground level). Turbulence statistics can be provided (e.g. 

from sonic anemometer data), otherwise they are set to default values known from 

Similarity Theory. Further wind and concentration input data can be added, providing 

redundancy and thus reducing uncertainty of the simulations. The model tracks, for 

each set of input data, a user-defined number (many thousands) of air parcels 

backwards from the location(s) of the concentration measurements. The flight path of 

each air parcel is a random manifestation of the turbulent interaction between air 

parcels (Figure 14). These interactions are parameterised with probability functions 

that depend on the windspeed and turbulence statistics. The model counts how many 

of the simulated air parcels touch the ground within the paddock area, and how many 

originate from outside the paddock ("touchdown" statistics). Knowing that only the 

former air parcels contribute to the measured (C – Cb), the touchdown statistics then 

provide the relationship that converts (C – Cb) to the emission rate, Q. 

concentration
profile

concentration
profile

concentration
profilebackground

concentration
background

concentration
background

concentration

emissionemissionemission

background
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background
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Figure 14: Schematic of the BLS technique. Emitted gas, turbulent eddies, wind and 
concentration profile are shown as in Figure 12. The blue dotted lines are two 
examples of air parcel trajectories which are calculated backwards from the 
point of measurement. The minimum requirement is to measure windspeed and 
concentration at one height each (indicated in red). The emission rate is 
calculated from the "touchdown" statistics of many thousands of simulated air 
parcels. 
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3.5 Tracer ratio techniques 

If two gases are released from the same locations, then in a turbulent flow field they 

will be transported downwards by the same air parcels and will be dispersed equally. 

If their concentrations are measured at the same downwind location, the 

concentrations will be elevated above their upwind (background) concentrations in the 

same ratio as the ratio of the emission rates: 

Q1 / Q2 = (C – Cb)1 / (C – Cb)2 

where subscripts 1 and 2 distinguish the two gases. This simple equation is exploited 

by so-called tracer ratio techniques, where one of the gases, the "tracer", is artificially 

released at a known rate Q1, and the concentrations are measured simultaneously, 

ideally by the same instrument. The method does, in principle, not need to measure 

any meteorological parameters, which keeps the number of error sources small. 

Crucial requirements are to know Q1 accurately, which requires a reliable release 

mechanism, to know the upwind (background) concentrations of both gases, and to 

match the release locations of the tracer as closely as possible with the expected 

source locations of the gas of interest. Tracer release can be at the paddock surface, as 

successfully applied by Galle et al. (2000) to measure NH3 emissions from a fertilised 

plot (the same setup could potentially be applied to N2O), and by Griffith et al. (2008) 

to quantify CH4 emissions from cattle. In the latter case, the release locations of the 

tracer and CH4 were not really co-located, rather, it was assumed that release of the 

tracer from the fenceline upwind of the animals was close enough to the CH4 sources. 

An obvious improvement over this setup would be to release the tracer from 

containers carried by the animals, to effectively measure E1/E2 instead of Q1/Q2. The 

group led by D.W.T. Griffith (Univ. of Wollongong) intend to conduct three field 

campaigns in 2008 to test this approach, at sites in Australia and New Zealand, and 

compare it to other paddock-scale techniques. 

A variant of the tracer ratio techniques is the NBL ratio technique (Kelliher et al. 

2002). There, CO2 respired from the grass surface was used as a natural tracer to 

determine the N2O emissions from the same surface. This was done in the stable 

nocturnal boundary layer (NBL), when it could be expected that the gases would not 

be carried away by the wind and accumulate in the NBL. Instead of the concentration 

difference between upwind and downwind, the concentration changes over time were 

recorded for both gases, and assumed that their ratio equalled the ratio of the emission 

rates. The underlying assumptions of the NBL characteristics are the same as for the 
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NBL budget technique (see section on mass-budget techniques), but the realisation is 

much simpler because the concentrations need to be measured at only one height and 

NBL depth does not need to be known. It is not even necessary to measure the gas 

concentrations in situ: collection of air samples and subsequent lab analysis is 

possible, however, care must then be taken that the air sample represents a long 

enough period or large enough volume to be representative of the average 

concentration (at sampling height) in the NBL. The main drawbacks of the technique 

are, again, the restriction to calm nights and the uncertainty about the horizontal extent 

of the surface area influencing the concentration measurements.  In a pastoral 

agricultural setting, there is the potential for error in the derived flux if animal respired 

CO2 as opposed to surface respired CO2 has contributed significantly to the boundary-

layer mass budget.  However, if the area of co-located gas emissions is large and 

homogeneous and the measurement height kept low, then this uncertainty should be 

much smaller than for the NBL budget technique. 

3.6 Comparison of advantages and limitations of the techniques 

All techniques require wind (minimum speed of order 2 m/s at 2 m above ground), 

except for the NBL budget and NBL ratio techniques, which rely on the build-up of 

stable stratification in weak-wind conditions. In theory, the latter two techniques thus 

appear to be good complements to the other techniques. In practice, though, the 

applicability of both is severely restricted, as discussed further below. For the other 

techniques, the dependence on wind forces the experimenter to design the setup so that 

it works for either a large range of wind directions, or at least the most likely wind 

directions. This can be done in a number of ways, e.g. by duplication of instruments, 

by quick relocation of instrumentation as the wind changes, by placing instruments in 

the centre of the grazing area, or simply by depending on wind direction forecast and 

allowing enough field campaign time to wait through periods of unsuitable wind 

direction – all of these approaches have their advantages and disadvantages which 

cannot be discussed in detail here. For N2O, the instrumental setup can be stationary 

and optimised to one location, because the intention is usually to record the temporal 

pattern of emissions from the ground for a period around a grazing or fertilising event. 

For CH4, the logistics are more challenging, because the practice of rotational grazing 

requires that the instruments are relocated, at least every few days, in order to follow 

the herd from one paddock to another. 

Mass-budget techniques do not make assumptions about the flow. The most critical 

assumption is that of a closed volume dependent on the extent of the paddock and its 

distance from the point of measurement, the measured profiles may not reach high 

enough and extrapolation may be needed. In addition, the IHF technique requires a 

turbulent backflow correction, which can be estimated from additional measurements 

(Laubach & Kelliher 2004). Otherwise it is very versatile: it does not require fast 
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concentration sensors, is sensitive to precision only for the upwind-downwind 

concentration difference, but not within the downwind profile, and it tolerates 

moderate flow disturbances by obstacles or roughness changes.  Compared with CH4, 

for N2O, the precision in upwind-downwind concentration difference presents a more 

significant limitation with the technique.  In most pastoral settings, there will be a 

significant background flux from adjacent paddocks that is likely to exhibit similar 

temporal variability to the measurement area.  As pointed out by Denmead et al. 

(2000b) this presents a limitation because the residual concentration used to determine 

the fluxes is a small value calculated as the difference between two much larger 

numbers. 

The NBL budget technique is severely restricted in its applicability, to suitably 

shallow stably stratified boundary layers, which occur only at night-time, and not 

every night. Further, it is seriously limited by the uncertainty of the horizontal extent 

of the budget volume, which in strongly stable stratification can extend for several km. 

Therefore, the NBL budget technique is not discussed further. 

Tracer ratio techniques, like the mass-budget techniques, do not make assumptions 

about the flow. There, the crucial assumption is that the sources of the gas of interest 

and the tracer are co-located. This is never perfectly true. For tracer release at the 

surface, it is likely that the tracer emission rate is homogeneous across the release 

area, but the sources of the gas of interest are often inhomogeneously distributed. For 

tracer release from the animals, the emission rates per animal for the gas of interest 

and the tracer will each vary between animals in an unpredictable and uncorrelated 

fashion.  For the gas of interest, its source strength depends on the animal's physiology 

and behaviour. For the tracer, there is variability because of manufacturing tolerance 

in the release mechanism. The tracer techniques have higher labour and material costs 

than the other techniques, because of the tracer release system. An exception is the 

NBL ratio technique (Kelliher et al. 2002) when it uses a natural tracer (respired CO2). 

Ideally, the NBL ratio technique would require a suitable paddock area surrounded by 

non-respiring surfaces. This is rarely found in practice. If the surrounding area 

contains living soil and/or vegetation of different kind to that in the paddock, then this 

technique is subject to the same kind of footprint uncertainty as the NBL budget 

technique (though to a lesser degree). 

The vertical-flux techniques make assumptions on the nature of the flow: they are 

valid for flat, homogeneous terrain without major obstacles, such as trees or buildings, 

and without major changes in surface roughness. The flux-gradient technique, in 

addition, needs to parameterise the turbulent diffusivity, which is done with Similarity 

Theory. This theory works well for moderately stable to moderately unstable 

stratification. It is invalid for strongly convective conditions (fine-weather daytime) 
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and strongly stable conditions (weak-wind night-time). Similar limitations apply to 

most of the available footprint models, which are required for all vertical-flux 

techniques. Finally, these techniques require precise measurements of small 

concentration differences: measurement error of concentration differences is often a 

significant contributor to overall uncertainty. 

The BLS technique, in the practical realisation that has become popular (WindTrax 

software, Flesch et al. 2004, Flesch et al. 1995) makes the same assumption of 

homogeneous flow over flat terrain as the vertical-flux techniques. It also uses 

Similarity Theory, in order to provide consistent relationships between the wind 

profile shape and turbulent flow parameters (surface roughness, friction velocity and 

stability), which are needed to model the vertical and lateral movements of air parcels. 

It is therefore applicable with similar restrictions as the flux-gradient technique. In 

principle, it would be possible to apply the BLS technique with different flow models 

that can account for obstacles, roughness changes, or strongly convective conditions; 

however, combinations of BLS with such models are not readily available to date 

(Vesala et al. 2008). An advantage of the BLS technique over the flux-gradient 

technique is that it is less sensitive to measurement precision of the concentrations. 

The techniques are not mutually exclusive: a particular instrumental setup often allows 

more than one method of source strength computation, which provides consistency 

checks. In particular, IHF, FG and BLS (using a vertical concentration profile) can be 

carried out with the same suite of instruments, as realised by Laubach and Kelliher 

(2005a)  and Laubach et al. (2008). They found that the Q estimates from the three 

techniques generally co-varied from one run to the next, which enhanced the overall 

confidence in the results. 

Tracer ratio methods can also make use of the same instrumentation if the tracer 

release system and a vertical profile of tracer concentration measurements are added to 

the setup. The EC technique, however, cannot be included in such a multi-technique 

approach, because a separate gas sensor of fast-response capability is required, in 

combination with a sonic anemometer (which is useful but not essential for the other 

techniques). Finally, BLS with path-averaging also requires separate concentrations 

measurements. This technique is attractive because of its better coverage of the 

footprint and lower dependence on wind direction, compared to the other techniques. 

3.7 Line averaged versus point averaged tower measurement 

A number of single or multi-height techniques can be used with line-averaging 

sensors, as opposed to single point micrometeorological tower measurements.  

Typically the single point measurements are made with closed-cell instrumentation, 

the line-averaged measurements are made by both closed-cell – connected to a 
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spatially extensive plumbing array or by an open-path optical sensor (typically a 

Fourier transform spectrometer or a tuneable diode laser instrument).  Line-averaging 

has two advantages: first, the footprint is extended in the horizontal (parallel to the 

path orientation), which means a larger fraction of the paddock (ideally, all of it) is 

included in the footprint, and second, a given sampling geometry covers a larger range 

of wind directions. 

There are a number of micrometeorological mass balance experiments that have 

enclosed paddock areas, e.g. a rectangular area with sides typically less than 100 m.  

We have discussed the small enclosed plot measurement in Section 3.2 Mass-budget 

techniques.  The enclosure leads to a well defined footprint.  Line-averaging open 

systems for integrated horizontal flux (IHF) assessment (which all four sides of the 

plot are not enclosed) have been deployed for ruminant methane emission using open-

path lasers (Desjardins et al. 2004, Laubach & Kelliher 2005b).  The BLS technique 

can also be used with both vertical concentration profiles (Laubach & Kelliher 2005a) 

or with line-averaging sensors (Flesch et al. 2004, Laubach & Kelliher 2005b, 

McGinn et al. 2006).  Suitable line-averaging sensors (laser systems) are available for 

CH4 but not for N2O. In principle, this technique could be realised for many trace 

gases, including both CH4 and N2O, with open-path Fourier-Transform Infrared 

Spectroscopy (FTIR see Griffith & Jamie 2000), but this has not been tried yet so the 

achievable accuracy is unknown.  Some research groups are attempting to develop 

open path measurement of N2O and some activities are discussed in Section “3.10 

Novel techniques and mapping technologies”. 

3.8 Uncertainty discussion 

Each technique has its own measurement uncertainty, which varies considerably with 

the particular circumstances of each experiment. The discussion below quotes some 

typical values that have been published, and finds them generally corroborated by 

comparisons between techniques. As a general rule, errors of mean windspeed and 

setup coordinates are assumed small (< 1 %) and can be neglected compared to other 

error sources (concentration measurements, turbulence measurement or 

parameterisation, idealised assumptions not being met in practice).  

The uncertainties quoted here apply to typical individual sampling periods, of order 30 

min. For mean emission rates from whole field campaigns, smaller uncertainties may 

be achieved by virtue of averaging many sampling periods; this will be discussed at 

the end of the section.  

For the NBL budget technique, the variability of the uncertainty with particular 

circumstances is probably enormous, and very little data are available. Harvey et al. 
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(2002) compared CH4 emissions from the NBL budget technique to the SF6 tracer 

(animal-scale) technique and obtained 20 % difference in some nights and 100 % in 

others. This uncertainty is so large and variable that the NBL budget method is not 

likely to contribute to future inventory improvements. 

An inevitable contributor to the uncertainty of the IHF technique is the error of the 

upwind-downwind concentration difference (C – Cb). Further, dependent on 

windspeed, stability, and distance rup, it can occur that the top measurement level is 

not high enough to reach zb. For such cases, Laubach and Kelliher (2004) used an 

extrapolation procedure and estimated that it adds about 10 % of Q to the uncertainty 

of Q. In subsequent experiments Laubach and Kelliher (2005b) and Laubach et al. 

(2008) used smaller paddocks (< 2 ha) and increased the top measurement height from 

5 to 7 m, with the result that the extrapolation procedure was rarely needed. They 

showed, both from propagation of estimated measurement errors and from comparison 

to other techniques, that the uncertainty of the IHF technique (without vertical 

extrapolation) is about 10 %, provided that a turbulent backflow correction is applied. 

Flesch et al. (2002) arrived at the same result. Comparison by Griffith et al (2008) to 

the tracer ratio technique suggests that this is a realistic estimate.  Specifically for 

N2O, in a comparison of techniques, Denmead et al. (2000b) estimate also that a mass 

balance approach can provide the most precise answer, and in the case of their study 

with a standard error of around 30% of the daily mean flux. 

When the FG technique works reliably, in neutral and moderately unstable or stable 

stratification, its uncertainty combines the relative errors of K (10 to 20 %, already 

discussed above), of the footprint S (which is of similar magnitude, since it depends on 

the same parameters as K), and of the concentration difference (which may be similar 

to the first two, or smaller). Laubach and Kelliher (2004) estimated the error of Q in 

their experiment as 27 to 48 %; Phillips et al. (2007) gave 15 to 45 % for theirs. It 

seems thus warranted to quantify the uncertainty of the FG technique as of order 20 to 

50 %. 

Despite the simple basic equation, flux measurements with the EC technique are 

subject to a large variety of error sources, some of which are corrected for in complex 

procedures (Pattey et al. 2006). The error of an EC-measured gas flux is typically 

given as 10 to 20 %. (For example, Hendriks et al. (2008) found 20 % difference 

between CH4 fluxes measured by EC and with a chamber technique. Of course, errors 

of both techniques combined to explain this difference.) For measurements with a 

confined source area, requiring a footprint correction factor S, the error of the emission 

rate, Q, is then likely to be 15 to 30 %. This is slightly better than FG but, given that 

both EC and FG are less accurate and less versatile than IHF, the latter appears 

preferable. 
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Errors in REA technique estimates result from similar sources to the EC technique 

with a similar range of likely error.  It is possible to minimise errors due to air density 

differences between up and down draft by pre-drying the air and running the pumping 

system at constant temperature.  If this configuration is impractical, then air density 

corrections associated with sensible and latent heat fluxes are required.  The density 

corrections have been described by Webb et al. (1980) and a detailed analysis and 

development of correction expressions for REA has been described by Pattey et al 

(1992). 

The uncertainty of the BLS technique is extensively discussed by Laubach and 

Kelliher (2005a). They found that propagation of measurement errors resulted in a 

statistical uncertainty of about 20 %. This estimate was supported by the degree of 

correlation with the IHF technique found by these authors, and it agrees with Flesch et 

al. (2004) who tested the BLS technique with a CH4 laser system in a controlled-

release experiment and found the calculated Q to vary ±22 % around the known 

release rate. This uncertainty estimate does not include possible errors of the turbulent 

parameterisation used in the BLS model. If such errors exist, they are likely to produce 

a bias. Flesch et al. (2004) found a bias of only 2 % (not significant). However, 

Laubach et al. (2008) found the BLS technique to systematically exceed IHF by 15 % 

and FG by 25 % (Figure 15). The causes of this are still under investigation. BLS does 

not achieve the same accuracy as IHF, but where its accuracy is sufficient, it can be a 

useful alternative because it requires fewer instruments. 

The measurement uncertainty of the tracer ratio technique depends only on the 

precision of the concentration measurements of the two gases and the accuracy of the 

tracer release rate. Using closed-path Fourier Transform Infrared Spectroscopy 

(FTIR), with N2O as the tracer and CH4 as the gas of interest, Griffith et al. (2008) 

achieved about 5 % error of the CH4 emission rate. This error estimate did not 

include, though, the effect of the two gas sources not being co-located in that 

experiment. A bias of order 10 % resulted from that (estimated with the BLS 

technique). The tracer ratio technique is thus potentially the most accurate of the 

reviewed techniques. However, to realise this potential, one requires high-precision 

instrumentation for two gases instead of one only (FTIR instruments have the virtue of 

measuring a range of different gases simultaneously), and one needs to install a 

reliable and accurate release apparatus for the tracer, at additional cost and effort. 
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Figure 15: Results from comparison experiment at Aorangi Farm, 28 Oct – 14 Nov 2006. 
Methane (CH4) emission rates according to four paddock-scale methods, 
averaged for four classes of minimum distance between the cattle and 
instruments (rmin). FG: flux-gradient, MB: mass-budget, BLS: backward-
Lagrangian stochastic model, "-profile": same CH4 input data as for FG and MB 
from vertical profile (5 heights), "-laser": using CH4 data from tunable-diode-
laser paths up- and downwind of the herd. The error bars indicate 95 % 
confidence intervals. Dashed horizontal lines represent the mean (± 95 % 
confidence) of nine daily herd averages obtained with the SF6 technique (from 
Laubach et al. 2008). 

 

The error of the NBL ratio technique consists of the same error as the tracer ratio 

technique (dependent on gas measurement precisions and accuracy of the tracer's 

emission rate), plus a footprint error that is poorly known because available footprint 

models are not valid in windless stable stratification. Kelliher et al. (2002) gave the 

relative error of the N2O emission rate as 21 %, but this result is experiment-specific 

and cannot be generalised. The NBL ratio technique may occasionally complement the 

other paddock-scale methods, because it works when these fail, but because of its 

restricted applicability, it is unlikely to become a technique of relevance to inventory 

improvements. 
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3.9 Instrumentation advances 

The range of gas chromatographic detectors used discussed under the chambers 

Section “2.3.2  Measurement of concentrations” is also suitable for adaption to 

continuous monitoring and paddock-scale micrometeorological measurement (e.g. 

(Judd et al. 1999) for methane and (Harvey, M. et al. 2008) for N2O). 

However, optical sensors, in general provide a faster-response instrument with higher 

measurement precision.  The flux measurement of N2O is most challenging because of 

its low yet wide-ranging flux densities (Figure 16).  However, it is also the case that 

for N2O, the measurement precision by tuneable diode laser is typically an order of 

magnitude better then by GC.  Some typical measurement precision estimates for 

concentration and flux of N2O are given in Table 5. 
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Figure 16:  “Typical” greenhouse gas flux densities in pastoral agricultural systems.  (The N2O 
baseline emission estimate has been provided by van der Weerden and de Klein 
(pers. comm.) 
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Table 5: “Typical concentration and flux measurement capability for both GC and TDL. 

Instrument N2O 

Ppb 

 

~Flux magnitude 

mg N2O-N/m2/hr 

 

~Flux magnitude 

kg N2O-N/ha/yr 

 

GC 

 

0.1   

(0.03%) 

0.1 6.0 

TDL 

 

0.01   

(0.003%) 
0.01 0.6 

3.9.1 Tuneable diode laser (TDL) 

TDL consists of a small laser source that can be tuned across a relatively small 

wavelength range. These are typically set up to scan across a single absorption line of 

the gas to be measured.  Many different configurations are possible from small hand-

held units with closed cells, to open path systems using either fixed paths with retro-

reflectors or open paths that rely on backscatter from some target for the return signal. 

One commercially available configuration is the TGA-100A (Campbell Scientific Inc., 

Logan Utah http://www.campbellsci.com/tga100a) which uses a 1.5 metre internal 

cell, and operates as a comparator between sample and a reference gas cell.  A single 

laser is chosen to monitor the gas of interest, but the instrument can be purchased with 

a second laser available for a different gas, or there are modes where a single laser can 

be chosen to include two gases or isotopes of the same gas within its limited scan 

range, allowing them to be recorded with one laser (albeit at a lower precision than 

when each laser is optimally selected for a single target gas).  This model of 

instrument was successfully deployed in New Zealand in a pastoral agricultural setting 

in the FarmGas06 campaign (Harvey et al. 2008). A recent article reviewing various 

methods available for the determination of agricultural trace gas fluxes over a wide 

range of agro-ecosystems in Canada demonstrates the versatility of this instrument, 

used with a wide variety of measurements strategies (Pattey et al. 2007).  The 

absorption line for methane is in the 3.3 micron band (at 3018 cm-1) and 

sensitivity/noise amounts to 7 ppb with differences at little as 140 ppt resolvable in 30 

minute averages. Another line at longer wavelength is possible to use in to measure 

methane in combination with N2O but is 3 times worse in precision for methane. The 

measurement rate can be as high as 10 Hz allowing eddy covariance measurements. 

Another commercially available TDL unit applicable in this context is a Boreal 

Gasfinder http://www.boreal-laser.com/. This can be set up to make a (multiple) open 

path measurement with a retro-reflector at the far end.  For methane the laser is tuned 

to 1.653 micron and sensitivity is 1 ppm – metre. Over a path length of 200m this 

translates to 5 ppb, comparable with the Campbell instrument.  This type of system 

has been deployed in New Zealand by Laubach and Kelliher (2005b) monitoring along 

http://www.campbellsci.com/tga100a
http://www.boreal-laser.com/
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the four fence-lines of a grazed paddock.  The system can be configured with multiple 

measurement heads, connected by optic fibre to the central unit to allow up to 8 open 

paths to be monitored.  The optics required for the open path are simpler than those 

required for an open-path FTS instrument. 

3.9.2 Fourier Transform Spectrometer (FTS) 

Fourier transform spectrometers can be used in a number of configurations.  Optimal 

absorption wavelengths for methane exist in bands at 1.6 and 3.3 micron, with the 

latter being far stronger. The light path through the measured gas typically needs to be 

of the order of a hundred metres or more, in order to get sufficient sensitivity. This can 

either be a long open path, or achieved with some sort of path folding, such as a multi-

reflection system, or a more compact multi-path White cell. 

Analysis is by fitting either synthetic absorption spectra for the gases of interest, or by 

fitting measured spectra of reference gases with known concentrations, with a least 

squares fitting process, to match the measured spectrum. One advantage of an FTS 

system is that it can measure multiple gases as easily as a single gas. This means that a 

single instrument can be applied to a variety of different applications or campaigns. 

Also, it can allow the identification of parameters that are related to the emission 

processes being studied.  For example CO2 measurement can indicate the effects of 

plant to animal respiration in the test area even when the target gas is N2O or CH4.  A 

long-term FTS in situ measurement system has been installed at NIWA Lauder, in 

support of a carbon-column measurement programme and collaboration between 

NIWA and University of Wollongong.  The system, designed by the University of 

Wollongong, consists of a commercial 1 cm Bruker FTS, White cell, manifold for the 

switching of calibration gases, and operating and analysis software.  The White cell 

arrangement carries the advantage of compactness and that the measured reference gas 

spectra are measured under nearly identical conditions to the sample spectra.  The 

sampling manifolds, and enclosure this system is fitted with, make it unsuited to open 

path applications. However, the configuration means that measurements of 

concentration can be made with higher precision, amounting to around 0.1%..  

Fourier-transform spectroscopic measurement can also be made with open-path 

designed instruments as discussed in Section “3.7 Line averaged versus point averaged 

tower measurement” and in the section following for more novel approaches.  Beyond 

small enclosed plots, an open path measurement is likely to be of lower precision than 

one used with a closed cell system, because the uncertainty, in knowing temperature 

along the measurement path and turbulence. Precisions for individual measurements 

are typically an order of magnitude lower than for closed-cell configuration. 



 

 

 
 
 
 
54  Upscaling agricultural N2O emission estimates 

3.10 Novel techniques and mapping technologies 

This chapter has reviewed methodologies that have been deployed to date, many in 

New Zealand, and essentially involve point or line averaged profiles to determine 

emission source strength within an area enclosed by an open-path detector system or 

measurement of concentration coupled with application of turbulent diffusion theory 

to relate the measured concentration back to emission source strength within the local 

footprint.  Novel techniques, some of which are described below, extend these 

techniques with vertical or horizontal concentration sectioning (tomography). 

3.10.1 Ground-based tomography (aka environmental computer assisted tomography 

(cat) 

As an extension to the micrometeorological open-path techniques, such as closed plot 

micrometeorological mass balance techniques the integrated horizontal flux (IHF) 

discussed in Section 3.2 Mass-budget techniques, Hashmonay et al. (1999) used a 

mapping approach with open multiple-path FTS to map gas concentration and then 

applied a mathematical inversion of the across-plume concentration map to estimate 

emission rate using a plume dispersion model.  The technique, using near-infrared 

open-path tuneable diode laser has been refined further by Thoma et al. (2005) to 

determine the emissions of source regions of both ammonia and methane.  

Interestingly, as with the estimates in this report Section “3.8 Uncertainty discussion 

for the accuracy IHF,” Thoma et al. (2005) estimate 10% as the flux measurement 

accuracy of their open-path measurements through a vertical flux plane downwind of 

the emission region where the entire plume is sampled or a plume extrapolation is 

performed where required above max measurement height. 

Todd et al. (2001) have been able to quantify non-homogeneous emission of ammonia 

at the “paddock scale” (i.e. 100 – 200 m) with a horizontal grid of open-path FTS to 

measure a tomographic (2-dimensional) concentration map, in this case over a lagoon.  

The concentration map has been converted to an emission map using a ratiometric 

approach of simultaneous measurement of a tracer from the release of a known flux of 

gas-tracer.  A quite different spatially integrating approach has been trialled recently 

using acoustical tomography (akin to large-scale sonic anemometry). Schleichardt  et 

al. (2008) have developed a 1000 m2 spatial mapping of eddy diffusivity with a plan to 

combine this with N2O measurements to develop the capability for spatial mapping of 

N2O flux.  These are multi-open path techniques.  As a further alternative method for 

generating tomographic surface concentration plots for use in determining emission 

fluxes, Liley (pers. comm.) has investigated the theoretical potential for using a single 

horizontal scanning laser instrument operated as a steerable lidar for methane mapping 

of a herd at the paddock scale.  Initial studies of modelled emissions under idealised 
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conditions from a cattle herd indicate that a lidar tuned for methane would be able to 

detect and map methane emissions at the paddock scale. 

3.10.2 On-line paddock-scale isotope flux measurements 

Both Fourier transform spectroscopy and tuneable diode laser based sensors have the 

potential to make high-resolution isotope flux measurements and there is particular 

interest in 13CO2 measurement for improving knowledge of biosphere-atmosphere 

exchange processes in the carbon cycle.  Compared with conventional isotope ratio 

mass spectrometry (IRMS) these optical techniques achieve a slightly lower precision 

(~0.2 ‰) but with a very high sample throughput.  Field deployable FTS measurement 

has been recently discussed by (Mohn et al. 2007) and a fast response eddy covariance 

measurement of 13CO2 has been developed by Griffis et al (2008). 

3.11 Conclusions 

It appears thus that the most accurate paddock-scale methods have a measurement 

uncertainty of about 10 % (Table 6) for the individual run (typically 30 min). Over the 

course of a field campaign, the run-to-run variability is usually larger than that: for 

CH4, the s.d. is typically 50 % of the mean Q (e.g. Laubach & Kelliher 2004) and for 

N2O, the s.d. is often >100 % of the mean, with strongly skewed distribution (e.g. 

Harvey et al. 2008). This indicates that there is significant real variation in the 

emission rates. 
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Table 6:  Summary in uncertainty of flux estimate across paddock-scale techniques 

Technique Uncertainty 

estimate 
Gas /ref Comments 

Tracer Ratio ~ 5% (FTS multigas) / 

(Griffith et al. 2008)  
Requires release of 

second (GH) gas 

Integrated horizontal flux 

(IHF) 
~ 10% CH4 / (Laubach & 

Kelliher 2004) 
Least uncertainty in 

small plot line-

sampling enclosures. 

Residual to 

background a critical 

limitation for N2O  

Backward Lagrangian 

Stochastic (BLS) 
~ 20% 

 
CH4 / (Laubach & 

Kelliher 2005a) 
(perhaps biases) 

Uncertainty reduced 

through increased  

(over-determined) 

sampling. 

Residual to 

background a critical 

limitation for N2O 

Flux gradient (FG) 20 – 50% CH4/N2O / (Laubach & 

Kelliher 2004, Phillips 

et al. 2007)  

 

Eddy covariance (EC) 15 – 30% CH4/N2O (Hendriks et 

al. 2008, Pattey et al. 

2006) 

Error corrections 

need to be carefully 

applied (Burba & 

Anderson 2008) 

NBL budget 20 – 100% CH4 / (Harvey, M.J. et 

al. 2002) 
Limited and indirect 

technique where 

high-precision is not 

available 

 

3.11.1 Paddock-scale measurement of CH4 

In the case of CH4, where animals are the sources, variability in emissions results both 

from animal behaviour and animal-to-animal variability. Since CH4 emissions 

originate from ruminating activity, spatial and temporal variations in animal behaviour 

will cause temporal variations in CH4 flux. This temporal variability cannot be 

resolved by the animal-scale (SF6) technique, which integrates over many hours, but it 

can potentially be captured with paddock-scale techniques. Animal-to-animal 

variability of emissions, combined with the random selection of which individual 
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animals are inside the footprint for the current wind direction will also result in 

temporal and spatial variations in CH4 flux. For any given run, it is possible that the 

animal density within the footprint is larger or smaller than the average animal density 

in the paddock. The key assumption that needs to be approximately fulfilled is that, 

over time, the animals spread homogeneously across the paddock. For free-grazing 

cattle, this is usually true; for sheep, this assumption is more frequently violated. 

3.11.2 Paddock-scale measurement of N2O 

In the case of N2O, one cause of variability is the patchiness of the emission sources. 

Paddock-scale techniques integrate naturally over this patchiness, better than chamber 

techniques where chamber locations are critical, but it must be assumed that the 

emitting patches are reasonably evenly spread across the paddock. In the same way 

that the animal density within the footprint varies for CH4, the urine patch density 

within the footprint varies for N2O. If it is not evenly distributed, then it will depend 

on wind direction statistics during the campaign if the average emission rate is biased 

or not. Another, more critical, cause of variability is the occurrence of specific events, 

like rainfall, irrigation or fertilising, that dramatically increase N2O emissions for a 

limited time period. Such events cause large skewness and large range. of the 

probability distribution of Q. 

A further very important consideration for N2O is consideration of the background 

emission, especially for the IHF and BLS techniques where it is the difference from 

background or atmosphere upwind of the experimental plot that is required for 

accurate assessment of emission from the plot of interest.  In an agricultural setting 

with neighbouring paddocks, environmental drivers (especially rainfall) are likely to 

cause bursts (episodes) of N2O emission in both the upwind (background) paddocks as 

well as the experimental plots.  By comparison, the impact of plumes of methane from 

nearby animals can usually be avoided through careful experimental design.  We 

therefore recommend careful upwind measurement in IHF and BLS configurations 

and consideration be given to an “over-determined” design for BLS measurement. 

Because of the large real variability between runs, the measurement uncertainties 

compiled above are not critical and any technique with up to, say, 30 % error will 

yield useful statistics of Q. The key to getting meaningful paddock-scale emission 

rates is therefore to average a large enough number of runs, from campaigns of at least 

several days duration, or better, a few weeks. Care must be taken to ensure that the 

averaging procedure is not biased towards particular times of day (for CH4) or around 

particular events (for N2O). 
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4 Direct Measurements:  Satellite-based mapping of greenhouse gas 
column and surface flux estimates 

The surface fluxes of the greenhouse gases can be inferred from the spatial and 

temporal fluctuations in the atmospheric column amounts.  For CO2 and the relatively 

long-lived CH4
 
these variations are small and superimposed on a large atmospheric 

background modulated by natural processes. For N2O the total signal and variations 

are smaller still.  At this point in time, there is rapid advance in technology and the 

next generation of satellite-borne instruments is about to be deployed.  It is anticipated 

that this will have a dramatic impact on carbon-cycle research.  The current surface-

based monitoring network for greenhouse gases provides accurate measurements, but 

is very sparse.  The much greater temporal and spatial coverage possible from space 

will allow significant progress in understanding of the sources and sinks of carbon 

dioxide and methane that is a prerequisite to allowing reliable predictions about their 

future atmospheric concentrations and hence future climate of the planet.  In the 

longer-term, greenhouse gas monitoring from space should be able to provide an 

objective verification of greenhouse gas emission reporting within the UNFCCC and 

under the Kyoto protocol and subsequent international agreements governing 

environmental policy. 

4.1 Satellite sensors 

For nadir (or glint) viewing sensors, there are 3 sensing approaches that produce 

operational or research data products or are under development as summarised in 

Table 7. 

4.1.1 Thermal emission sounders: 

a/ The NASDA National Space Development Agency, Japan with “Interferometric 

Monitor for Greenhouse gases” IMG on ADEOS 

http://www.eorc.jaxa.jp/AtmChem/IMG/ measured mid-tropospheric greenhouse 

gases between 1996-97. 

b/ The Measurement of Pollution in the Troposphere MOPITT package of the 

Canadian Space Agency on the NASA Terra satellite 

http://terra.nasa.gov/About/MOPITT/about_mopitt.html has measured distributions of 

CO and CH4 since 1999.  Focus has been on CO, there is a potential for release of 

monthly averaged 1% column precision 1° by 1° resolution gridded CO & CH4 data. 

c/ The TIROS Operational Vertical Sounder (TOVS) has been flown aboard the 

National Oceanic and Atmospheric Administration (NOAA) polar meteorological 

http://www.eorc.jaxa.jp/AtmChem/IMG/
http://terra.nasa.gov/About/MOPITT/about_mopitt.html
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satellites since 1978.  Retrievals of mid-tropospheric greenhouse gas concentrations 

have been developed from the data of this package of instruments (Chédin et al. 2002).  

Analyses are typically at low spatial resolution (e.g. 15° x 15°) and the standard 

deviation of CO2 in the retrieval is around 1% (Chédin et al. 2003).  At lower 

resolution, these measurements can provide a basis for analysis of long-term trends, as 

well as seasonal and interannual variability. 

d/ The NASA Atmospheric Infrared Sounder (AIRS) on the Aqua spacecraft 

http://www-airs.jpl.nasa.gov/index.cfm  since 2002 has measured mid-tropospheric 

CO2 distribution at 100 km resolution to a high (1.2 ppm) precision with data planned 

for public release this year. Other species being researched include CH4 distribution, 

CO column O3 vertical distribution.  

Table 7: Remote sensing of greenhouse gases 

Method Thermal infra-red 

emission 

Near-Infra red 

scattering 

Lidar 

    

Method Passive Passive Active 

Vertical column 

weighting (averaging 

kernel) 

Above 3 km (mid-

troposphere – a 

function of T, H2O O3) 

Total column average 

from surface 

 

Total column 

average from surface 

Age of air Weeks to months Variable with height Variable with height 

Vertical resolution >10km >10km 1km 

Horizontal resolution 1- 10’s km 1- 10’s km 1 km 

Frequency High Daytime only High 

Current instruments IMG.ADEOS (1996) 

TOVS,AIRS, IASI 

SCIAMACHY  

Planned instruments  OCO  2009 

GOSAT 2009 

A-SCOPE ~2015 

Precision target CO2: ~2ppm 

CH4 ~20ppb 

N2O 10% (not routine) 

OCO – 1 ppm CO2 0.5 – 1.5 ppm CO2 

d/ The European Space Agency Infrared Atmospheric Sounding Interferometer IASI is 

a recent FTS sensor series mounted on MetOp series of European operational 

meteorological polar-orbit satellites http://smsc.cnes.fr/IASI/ launched in 2006.  Data 

products are under development including planned including CO2, CH4, CO, and N2O 

column measurement to 50 km resolution with CH4 to better than 5% N2O to better 

than 10%. 

http://www-airs.jpl.nasa.gov/index.cfm
http://smsc.cnes.fr/IASI/
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All these thermal emission instruments are weighted towards the mid-troposphere in 

the vertical (around 3-5 km) and do not provide detailed information on surface 

concentration.  Multiple gas measurement is a powerful feature.  For example: CO can 

be used to help distinguish combustion sources (fossil or biomass) from other 

sources/sinks in  methane and carbon dioxide analysis and both CO and O3 can 

potentially contribute to improved transport modelling. 

4.1.2 Near-infra red instruments (SCIAMACHY) 

Of the near infra-red sensors, the SCanning Imaging Absorption spectroMeter for 

Atmospheric CartograpHY  SCIAMACHY on the European ENVISAT  

http://www.sciamachy.org since 2003 is the first, and at this time, the only satellite 

instrument capable of measuring the column of the greenhouse gases of CO2 and CH4
 

from the top of the atmosphere down to the Earth’s surface.  The capability to measure 

at the surface, where the source and sink trace gas signal is largest and collocated with 

the source is clearly of major interest to research in detecting anthropogenic emissions 

and the associated biological feedbacks, which are far more uncertain than the 

anthropogenic emissions themselves.  For CH4, SCIAMACHY has provided the first 

high quality maps of global amount and distribution showing regions of enhanced 

concentration, for example, those over Asia attributed to rice production, livestock 

farming, and coal mining in China and India.  The instrument will run in parallel with 

the next generation of near-infra red sounders between 2009-14.  Details of 

operational and research data products and links to validation literature are available at 

http://www.sciamachy.org/products. 

Horizontal resolution is 30 x 60 km2.  Vertical columns of: CO2 have shown quite 

systematic low bias of 1.5%, single pixel precision of 1-2%, and agreement with 

reference data within 1-3% for 2003-05 data.  Vertical columns of CH4 have shown a 

low bias of 2%, single pixel precision of 1-2%, and agreement with reference data 

within 1-2% 

N2O can be measured to 10% target precision. Dils et al. (2006) felt that it would be 

possible to gain future improvements to this with more research effort and that it was 

clear that the current data quality of column average dry air mole fraction X[N2O] 

needs improvement before it becomes useful for research users. 

4.1.3 The next generation of near-IR instruments 

There is great anticipation in the research community with the impending launch of 

the next generation of satellite sensors in 2009, the US Orbiting Carbon Observatory 

(OCO) http://oco.jpl.nasa.gov/ high resolution spectrograph for measurement of the 

http://www.sciamachy.org%7E/
http://oco.jpl.nasa.gov/
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column burden of CO2 and the Japanese consortium “Greenhouse gases Observing 

SATellite” (GOSAT) http://www.jaxa.jp/projects/sat/gosat/index_e.html 

http://www.gosat.nies.go.jp/index_e.html. 

The OCO is targeting a design specification of 1 ppm CO2 in the column.  The 

precision (0.3-0.5%) aims to resolve regional scale processes against the 8ppm pole to 

pole column-averaged CO2 dry air mole fraction X[CO2] gradients and similar 

magnitude X[CO2] differences found in the seasonal cycle in the Northern 

Hemisphere.  Overall, this should reduce error in surface CO2 flux estimates by an 

order of magnitude.  The instrument will have a 16-day repeat cycle, facilitating 

monitoring X[CO2] variations on semi-monthly time scales.  The research programme 

includes a comprehensive ground-based validation and correlative measurement 

program to ensure accuracy and precision.  The instrument does not have a good 

ability to discriminate in the vertical (Connor et al. 2008) although retrievals are made 

of vertical atmospheric profiles of temperature, CO2 and water vapour as well as 

aerosol content and scalar measures of albedo, surface pressure and X[CO2] The 

“Level 3” data product will map global X[CO2] at one part per million (ppm) accuracy 

over the Earth's surface in bins of 1° by 1°.  From that data inversion routines will give 

the geographic distribution of CO2 sources and sinks over a planned two annual cycles 

of sensor operation. 

The Greenhouse gases Observing SATellite (GOSAT) plans a rapid orbital repeat 

cycle of 44 orbits over 3 days.  The mission aims to map the global distribution of 

both CO2 and CH4 with flux estimates for 64 sub-continental (several thousand 

kilometres square) regions.  Target precisions of around 1% are proposed for near-IR 

X[CO2] retrievals, and 2% for near-IR X[CH4] retrievals. 

4.1.4 Future prospects for very-high resolution mapping 

Other “active” lidar-based remote sensing instruments are in development as a 

potential observational method for monitoring CO2, CH4 and N2O from space. Like 

the near-infrared sensors they have high surface sensitivity with added advantages of 

no interference from thin cloud layers and aerosols and the ability to measure day and 

night with very high spatial resolution.  One proposed instrument is the “Advanced 

Space Carbon and Climate Observation of Planet Earth” A-Scope lidar planned for 

the ESA Earth explorer mission around 2015.  The design target precision is 0.5 – 1.5 

ppm of CO2, with the ability to resolve 0.02 PgCO2-C/yr at a spatial resolution of 106 

km2. 

http://www.its.caltech.edu/%7Erebeccaw/research.html
http://www.its.caltech.edu/%7Erebeccaw/research.html
http://www.jaxa.jp/projects/sat/gosat/index_e.html
http://www.gosat.nies.go.jp/index_e.html
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5 Model-based upscaling 

5.1 Introduction 

The New Zealand national inventory for N2O is calculated with a “Tier 1” level of 

complexity.  That is, the simplest possible level with the incorporation of country 

specific emission factors where there is evidence to support a country specific value.  

In summary, the tiers of complexity for inventory range from 1 to 3: 

Tier 3 More detailed or country-specific methods: 

 - empirical models 

 - process based models  

To provide a more accurate estimate these need 

robust calibration / validation over the grid of 

possible climatic/soil/land-use categories 

Tier 2 - disaggregated-specific emission factor 

Tier 1 -simplest method 

- activity data available to all countries 

There range of complexity in model-based approaches to upscaling follows these tiers.  

The first level of complexity is a refinement of the current (Tier 1) inventory with a 

greater degree of disaggregation in emission factor (by e.g. season, soil drainage, land 

use, excretal dung and urine) to what then becomes a Tier 2 level of complexity.  

There are increased data requirements for verification of a larger number of emission 

factors and their uncertainties.  Greater disaggregation may not lead to lower 

uncertainty and this is discussed further in Chapter 6.  However, one significant area 

of inventory advance where there is a need to disaggregate further is in capturing the 

benefit in inventory of lowering of emission through mitigation treatments (such as 

nitrification inhibitors) that have a seasonally specific reduction.  There may be need 

in the future in disaggregation down to the farm-level, if farm-level emission were to 

be the point of obligation of the future Emissions Trading Scheme (ETS).  In 

considering practical frameworks through which regional or farmscale emission 
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assessment could be aggregated, we consider the use of the OVERSEER® nutrient 

budget model with its GHG emission capability.  This management tool for use at the 

farm-level incorporates an estimation of GHG emission using IPCC methodology.  

We consider some generic issues in 5.2 Disaggregation and budgeting techniques with 

OVERSEER®, important for a tool such as OVERSEER® if used to form the basis for 

more refined (disaggregated) farm-scale emissions calculation as a possible Tier 2 

inventory approach and/or as an enterprise level ETS calculator.  Following that, we 

comment on 5.3 Semi-empirical methods and finish with greater detail in Section 5.4. 

Recent progress with process-based modelling, with a focus on the DayCent and 

DNDC models. 

5.2 Disaggregation and budgeting techniques with OVERSEER® 

The OVERSEER® Nutrient Budgets model developed at AgResearch combines 

nutrient budgets with indices derived from these nutrient budgets, to provide users 

with a tool to examine the impact of nutrient use and flows within a farm (as fertiliser, 

effluent, supplements or transfer by animals) on nutrient use efficiency and possible 

environmental impacts. The model also provides a means to investigate mitigation 

options to reduce the environmental impact of nutrients within a land use. The 

comments here are based on experience in having the OVERSEER® nutrient budget 

model used as a tool to implement regional council policy, and in implementing 

National Inventory greenhouse gas emission methodology in OVERSEER®.  The 

model is available at  http://www.agresearch.co.nz/overseerweb/ 

5.2.1 Scaling issues 

Like all models, when upscaling the user needs to consider the scale of the model and 

the scale of the data.  It is generally unreasonable to expect the summation of model 

outputs from a small-scale model to equal the output from a larger scale model.  

However, it can be expected that the differences will be smaller if the data and model 

are independent of scale (fractal data).  This is rare in human systems.   

There are usually differences in interpretation of data when it is collected at different 

scales.  For example, the national inventory methodology for methane emissions is 

based on animal numbers, an animal intake model and methane emission factors.  If 

exactly the same animal intake model and methane emission factors are used in a farm 

and national scale model, the summation may not be the same if individuals classify or 

report animal numbers differently, or if in the national statistics, assumptions about 

animal classes are made that are not valid. 
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5.2.2 Disaggregation 

In applying models at different scales, it is important to consider whether decoupling 

or integration of model parameters has occurred.  For example, if the emission factor 

for nitrous oxide from urine is a weighted value across drainage classes for the 

national inventory, should the farm scale model be based on the weighted average, or 

should a “disaggregated” emission factor that better describes the value for the 

drainage condition on the farm be used, if indeed it is available. 

5.2.3 Model Boundary issues 

Clearly defining boundary conditions and the data that resides within the boundary can 

be important.  For example, with nitrous oxide emissions, should indirect emissions be 

included in the farm scale model (as they are sourced from the farm), or separated?  

With supplement movements between farms within New Zealand, should the cost be 

borne by the farmer making the supplement or receiving the supplement?  The 

National Inventory ignores animal transfers between farms as the animals are within 

New Zealand, but animal movements between farms would be important in a farm 

scale model.  Hopefully, the sum of animal movements should be zero.  In defining 

boundaries for the model, it is important to ensure that outputs are not doubly 

accounted for, or conversely outputs are not omitted. 

5.2.4 Model data inputs 

The source of the data to drive the models should also be considered.  For example, 

the OVERSEER® nutrient budget model was set up to use information that the farmer 

knew, or could readily obtain, or with suitable defaults where available.  This put 

some constraints of the how the model was developed, for example, including process-

orientated models are problematic due to the type of data required.  For example, 

drainage models require knowledge of the hydraulic conductivity parameter ksat, 

which is highly variability and difficult to measure.  Most farmers have an idea of 

whether there farms are poor draining or not, and sometimes their soil type.  Thus the 

OVERSEER® nutrient budget model was developed around concepts familiar to the 

farmer. 
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5.2.5 Model application 

Models can be configured to account for absolute emissions or to quantify relative 

change (e.g. 20% reduction).  In many applications, relative change may be preferred 

and is usually considered more accurate.  This is the approach that some regional 

councils have used to get a reduction in nitrate leaching from farms.  However, this 

approach does require benchmarking and setting of protocols so that the baseline is 

relatively fixed over time.  Greenhouse gas emissions are more likely to be required as 

absolute estimates because the baseline without farming activity is negligible for the 

majority of circumstances.  To achieve this is going to require models either where all 

the inputs are verifiable and measureable, or where there a protocols written to ensure 

that information is used in a similar manner. 

5.2.6 Spatial scaling 

There is an expectation that modelling at smaller scales results in better estimates of 

total losses.  The impact of spatial modelling scales has been examined and little 

information was found to support or reject this hypothesis.  What did come out of this 

project was an understanding that process-orientated models frequently need to be 

calibrated to a given site to get ‘reasonable’ predictions of absolute losses, and that 

there is an interaction between data availability and model complexity.  It is probable 

that in many cases simple data plus simple model can be as accurate as a complex data 

and complex models. 

5.2.7 Temporal scaling 

Much work has focused on spatial scale, but the temporal scale should also be 

considered.  OVERSEER® nutrient budget model is a quasi-equilibrium model that 

predicts the average loss if the system entered in the model had been place for several 

years.  It does not try to predict loss for a given year for a given climate pattern.  Clear 

definition of the temporal scale is important for processes such as nitrous oxide 

emissions from urine leaching, where the amount emitted in a given year depends on 

the climate and the animal management systems (which are also influenced by 

climate).  It is important that the temporal scales of the model are consistent with the 

purpose the model is being used for, and when upscaling, the temporal scales are the 

consistent through the scales. 

 



 

 

 
 
 
 
66  Upscaling agricultural N2O emission estimates 

5.2.9 Recommendations for tailoring requirement in model design 

The above has highlighted that there can be many problems with upscaling data and 

models, and that many of these issues are frequently forgotten in the process.  I believe 

that the way forward is to focus on the outcome that is desired, and design a system 

around that outcome.  There have been instances where regional council policy has 

been set without consultation with model developers or field staff.  If a model is used 

as a tool for implementation of policy, then the outcome may not be optimised.  It can 

also result in mundane issues around backwards compatibility, dealing with model 

changes over time, and model naming and version numbering. 

It is important that the users of a model have a clear understanding of what the model 

is aiming to achieve, that is, the model is fit for purpose.  For example, a specifically 

modified version of Overseer could be used as part of an ETS scheme that supplies 

estimates that are ‘fair’ for individual farms.  This may mean that the national 

inventory methods are modified to achieve this.  Whilst the approach may be suitable 

for ETS accounting, it may be unsuitable for UNFCCC inventory reporting.  It has 

been interesting to note that farmers are frequently happy with OVERSEER® nutrient 

budget outputs provided that they see how it applies to their particular farm.  This 

relationship between confidence in model outputs and the model structure does require 

further exploration, particularly if applied to a farm-scale ETS scheme. 

In contrast, a modified version of Overseer could apply the national inventory method 

strictly, such that the sum of farms across New Zealand adds up to the national 

emission estimates.  This model may give a reasonable estimate of national inventory 

emissions, but may not be suitable for ETS as it is seen as being unfair, and may not 

allow for mitigation options or practices that could result in reduced greenhouse gas 

emissions. 

5.2.10 Importance of model calibration/validation 

In implementing sub-models in the OVERSEER® nutrient budget, one problem that 

has frequently occurred is that representative data or parameterisation is not available 

for the whole spectrum of conditions being modelled, i.e. any research data applies to 

a narrow range of conditions.  Research work on selected locations is important for 

understanding the principles but is not necessarily conducive to New Zealand wide 

modelling.  We would suggest that more research work is directed to locations or 

situations such that extremes are included, and the work is deliberately focused to 

calibrating and strengthening a model that has been selected to achieve the desired 

outcomes.  That is, the research program for supporting a model may look different 

from that required to understand or determine whether a process is important.  

Development of the OVERSEER® nutrient budget model has resulted in the 
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identification of key research areas in terms of enhancing and strengthening this 

model.  The future calibration/validation requirements should be tailored towards 

reducing uncertainties for the application/question being addressed. 

5.2.11 Recommendations 

We have outlined here some potential pitfalls that need to be avoided in the use of the 

OVERSEER® nutrient budget model to assess greenhouse gas emissions.  Before any 

widespread application, we recommend an initial design/evaluation stage is 

undertaken, to identify any significant gaps/uncertainties that could potentially impact 

on accuracy of an up-scaled emission.  This design/evaluation should consider the 

linkages between the desired policy outcome, methods of policy implementation, and 

the model that is used. 

5.3 Semi-empirical methods 

Semi-empirical approaches such as the Boundary-Line technique (Conen et al. 2000) 

are of intermediate complexity between an approach based on emission factors and a 

full-process-based model.  Process-based models, such as DNDC and DAYCENT (see 

next section), attempt to simulate the physical and biogeochemical processes that 

ultimately lead to N2O emissions. These models are of medium to high complexity, 

and require a reasonable level of information on soil environmental physics and 

chemistry as input. Consequently, scaling to regional or national levels is often limited 

by the availability of input data at these scales. Boundary line predictive models such 

as described by Conen et al. (2000) are empirical models driven by fewer and simpler 

input datasets. In addition, the datasets involved are available at regional scales and 

over long time periods. Boundary-line predictive models are developed by deriving 

separate relationships between the response variable of interest, N2O emissions, and 

each of the important environmental drivers, such as water-filled pore space (WFPS) 

and soil mineral-N content. Functions can be fitted to the most extreme values of the 

response (boundary line functions) in the scattergrams drawn between the response 

variable and each of the important environmental drivers. The boundary line functions 

can then be incorporated into a single Boundary Line Predictive Model equation for 

N2O emission. 

A study by Sherlock et al. (2005) used the Boundary Line approach to create a 

predictive model based on analysis of MAF-commissioned N2O emission trials. 

Boundary-line functions were generated for 4 environmental drivers: Water-Filled 

Pore Space, total soil mineral nitrogen content, soil temperature, and rainfall amount 

within the last 48 hours. The final form of the Boundary-Line Predictive Model was: 
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FN2Opred = FN2Omax x [f(WFPS) x f(Min-N) x f(Temp) x f(Day#) x f(Rain48)] 

where FN2Omax is a site-specific maximum observed N2O flux, Day# is the days 

following N application and each f(x) is a dimensionless multiplier function 

determined by the Boundary Line equations for water-filled pore space, mineral-

nitrogen, soil temperature and rainfall in last 48 hours.  Sherlock et al. (2005) 

recommended that the Boundary Line Predictive Modelling approach continue to be 

explored and tested, and viewed it as promising for nationwide implementation.  

Geospatial data for input variables would form the basis of the mapping of N2O  

emission potential or with accurate geospatial information on mineral-nitrogen, the 

mapping of N2O emission flux would be possible at regional or a finer scale level. 

5.4. Recent progress with process-based modelling 

Process-based models attempt to simulate the actual chemical/physical/biological 

processes within a system.  As the processes that produce greenhouse gas fluxes 

within agricultural soils are complex, with many interactions, it is difficult to develop 

an empirical model with sufficient flexibility to cover the full range of management 

practices, and soil and climate conditions found in New Zealand’s grazed pasture 

systems. 

New Zealand currently uses the IPCC default methodology (with country specific 

emission factors) in its emissions inventory to determine the N2O emissions from 

agricultural soils.  The IPCC default methodology is relatively simple to apply but has 

some disadvantages.  First, there is a high degree of uncertainty in the predicted 

emission.  In 2005 the uncertainty in the direct N2O emissions from agricultural soils 

had a 95% confidence interval from -42% to +73% (Ministry for the Environment 

2007).  Most of this uncertainty was due to the high degree of variability in the 

emission factor EF3(PR&P) with weather and soil type.  The second disadvantage of the 

IPCC methodology is that it is unable to capture the effects of management strategies 

(e.g. the use of nitrification inhibitors) that reduce N2O emissions. 

A robust process-based model of N2O emissions could be used to improve New 

Zealand’s greenhouse gas inventory in a number of ways.  A process-based model 

could be used to disaggregate the emission factor by (for example) region, farm type, 

soil type or climate regime.  Alternatively, the process-based model could provide 

independent verification of the national inventory.  Finally, a well-proven and 

internationally accepted model could be used as the inventory methodology. 
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5.4.1 Development of process-based modelling in New Zealand 

An evaluation of process-based models suitable for estimating nitrous oxide emissions 

from New Zealand grazed pastures was conducted by van der Weerden (2002).  Four 

process-based models (DNDC, DayCent, NOPAS, ExpertN) were identified as 

suitable for evaluation, although ExpertN was not assessed due to lack of availability 

and funding constraints.  The other three models were modified for New Zealand 

conditions (the modified version of DNDC is referred to as NZ-DNDC) and tested 

against field measurements of soil mineral N, WFPS and N2O emissions on three 

different soils.  The NOPAS model had the disadvantage that it did not predict soil 

mineral N and water-filled pore space (WFPS) and needed to be integrated with 

another model (such as NZ-DNDC or DayCent).  The report recommended (among 

other things) that the ExpertN be evaluated at a later date.  However, according to the 

ExpertN website (http://www.helmholtz-muenchen.de/en/iboe/expertn/) as of March 

2008, there was still no version of ExpertN available for download. 

A later study (Harvey, M. et al. 2005, Saggar, S. et al. 2005b), compared NZ-DNDC 

and DayCent predictions with N2O emissions from a Canterbury dairy farm.  NZ-

DNDC and DayCent predicted EFs of 0.022 and 0.015 respectively for non-irrigated 

conditions, and 0.041 and 0.032 with irrigation (compared to 0.01 from the median 

atmospheric measurements).  However, the lack input data such as irrigation 

schedules, soil ammonium and nitrate levels and grazing schedules prior to the 

campaign period limited the usefulness of these validations.  Both models were found 

to give satisfactory results given the high degree of uncertainty in some of the required 

input variables.  Recommendations included improving the soil moisture balance of 

NZ-DNDC and changing DayCent so that management practices such as grazing and 

fertiliser application could be scheduled on a daily time scale and that more than one 

event per month could be modelled. 

5.4.2 NZ-DNDC 

NZ-DNDC is based on the DNDC (Denitrification-Decomposition) model of Li et al. 

(1992a, 1992b, 1994), with modifications for New Zealand’s grazed pastoral 

conditions. 

DNDC is a process-based model that can simultaneously predict soil emissions of 

N2O, CH4 and CO2.  The model can be run at field or regional scale and has been 

applied internationally to a wide range of systems in a number of countries including 

Australia (Kiese et al. 2005), Belgium (Beheydt et al. 2007), China (Li et al. 2004, 

Xu-Ri et al. 2006), Germany (Butterbach-Bahl et al. 2004, Neufeldt et al. 2006), India 

(Babu et al. 2006), New Zealand (Giltrap, D.L. et al. 2007, Saggar, S. et al. 2004, 

http://www.helmholtz-muenchen.de/en/iboe/expertn/
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Saggar, S. et al. 2007b), UK (Brown et al. 2002), USA (Farahbakhshazad et al. 2008, 

Li et al. 1996).  The model was also used in the NitroEurope project, an integrated 

research project aimed at addressing core aspects of reactive nitrogen in the 

atmosphere (Sutton et al. 2006). 

Recently a Global DNDC Researchers Network has been established to facilitate the 

exchange of information and ideas between the widely dispersed users of the DNDC 

model.  This network includes an email list hosted by Landcare Research 

(http://info.massey.landcareresearch.co.nz/mailman/listinfo.cgi/dndcmodel) and plans 

to establish a website and to hold regular workshops. 

Model description 

DNDC consists of four sub-models: thermal-hydraulic, decomposition, denitrification 

and plant growth.  The thermal-hydraulic sub-model uses input climate data to 

simulate soil temperature and moisture for each soil “layer”.  The denitrification sub-

model is based on the kinetic processes of N2O production and is activated when the 

soil WFPS exceeds a threshold level.  These processes are moderated by soil 

temperature, WFPS and substrate availability.  The decomposition sub-model uses 

four carbon pools decomposable residues, microbial biomass, humads and stable 

humus (which is assumed not to interact with the active pools over the time period of 

the model simulation).  Each of the active pools has a number of sub-pools each with 

characteristic C:N ratios and turnover times.  The decomposition rate is influenced by 

soil texture (clay content), moisture and temperature.  The plant growth sub-model 

accumulates above and below ground biomass subject to sufficient daily water and N 

availability in the root zone. 

Modification for New Zealand conditions 

The original DNDC model was developed for cropping systems in the USA.  New 

Zealand’s grazed pasture systems and climate are quite different from most countries 

(24 hour, year-round grazing) with soils that are distinctive and diverse within short 

distances and have higher organic C contents than the world average (Saggar, S. 

2001). 

The NZ-DNDC model was initially developed by modifying DNDC version 6.7.  The 

changes made are described in Saggar et al. (2004).  The modifications made were: 

 Adding a multiplicative factor to plant growth to account for variations in 

daylength throughout the year. 

http://info.massey.landcareresearch.co.nz/mailman/listinfo.cgi/dndcmodel
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 Reversing the order that the model performed the water infiltration and 

drainage operations (so that drainage occurred before infiltration). 

 Replacing the air-soil temperature relationship to better fit New Zealand 

conditions.  The New Zealand specific relationship was: 

Tsurface = Tair + 1.3  

 Increasing the threshold at which denitrification occurs from 35% WFPS to 

WFPS at field capacity. 

 Adding N inputs from grazing animals.  The mean N excreted by a dairy cow 

was calculated to be 0.29 kg per day split 60:40 between urine and dung.  

These inputs were calculated based on the number of grazing animals and 

time grazed and entered using the manure-input mechanism. 

The modified NZ-DNDC model was found to make reasonable predictions of N2O 

emissions when compared with field measurements from two different dairy-grazed 

soils (Saggar, S. et al. 2004).  NZ-DNDC was also used in an upscaling case study on 

a Canterbury dairy farm (Harvey, M. et al. 2005).  In both simulations the N2O 

predictions were reasonable, although Saggar et al. (2004) found that the model did 

not predict a very high emission peak following a summer rainfall and Harvey et al. 

(2005) found that the predictions of WFPS and soil mineral-N could be improved. 

In 2004, the NZ-DNDC model was updated from the Unix-based, command line 

interface DNDC6.7 to the Windows-based DNDC8.6K with a graphical user interface.  

The modifications listed above were made to the DNDC8.6K source code.  The 

updated model also included some new features (such as automatically calculating 

dung and urine inputs from grazing animals). 

Saggar et al. (2007a) describes further modifications made to the NZ-DNDC model: 

 A new crop type, perennial pasture, was added based on observed seasonal 

growth curves in New Zealand. 

 Excretal N for sheep set to 40g N/head/day. 

 DNDC used the Thornthwaite formula to calculate potential 

evapotranspiration.  However, Coulter (1973) found that the Thornthwaite 

equation did not generally produce good results in New Zealand.  Therefore 
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NZ-DNDC was updated to give the option to use the Priestly and Taylor 

method using the parameters developed by Scotter et al. (1979) when solar 

radiation data were available. 

 Previously DNDC had been unable to simulate the soil saturation conditions 

that occurred in grazed dairy pastures.  One possible explanation was that the 

soil compaction caused by animal treading was affecting water flow through 

the soil profile.  To simulate this, the “water retention layer” feature was used.  

This water retention layer is a user definable layer within the soil profile 

below which the soil hydraulic conductivity is greatly reduced.  This 

modification improved the model’s ability to predict both soil moisture and 

N2O emissions. 

Other minor modifications include the ability to specify the start date and the option to 

assume that animals receive sufficient additional feed when pasture production does 

not meet their food requirements.  

Model application in New Zealand 

The NZ-DNDC model has been tested against field data in a number of different 

experiments.  These field experiments have included a number of different farming 

systems (dairy-grazed, sheep-grazed), measurement techniques (chambers, boundary 

layer micrometeorology) and greenhouse gases (N2O, CH4 and CO2). 

Saggar et al. (2004) compared the N2O emissions predicted with NZ-DNDC to field 

measurements from two dairy-grazed pastures on contrasting soil types (a well-

drained sandy loam and a poorly-drained silt loam).  The model predictions of N2O 

emissions compared reasonably well to the measured results, although the model did 

fail to predict a large emission event that occurred after heavy rainfall in summer. 

A sensitivity analysis demonstrated that NZ-DNDC was sensitive to changes in 

climate, soil properties and farm management (such as fertiliser application amount, 

splitting fertiliser applications and grazing regimes (Saggar, S et al. 2007a).  N2O 

emissions were found to be particularly sensitive to rainfall, quantity and frequency of 

N inputs (both from fertiliser and animal excreta) and initial soil organic carbon levels. 
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The NZ-DNDC model was also tested against measurements of soil N2O and CH4 

fluxes in a sheep-grazed pasture (Saggar, S. et al. 2007b).  Initially the model over-

predicted the soil uptake of CH4.  The model was then modified to account for the 

reduced CH4 uptake when the WFPS at the soil surface restricted diffusion.  This 

modification the NZ-DNDC model simulated effectively the general pulses and trends 

in both N2O and CH4 fluxes. 

NZ-DNDC has also been tested against chamber measurements of N2O and CO2 

fluxes from a dairy-grazed pasture (Giltrap, D.L. et al. 2008).  The NZ-DNDC 

predictions of CO2 production were highly sensitive to the initial allocation of soil 

organic carbon (SOC) to the three pools.  N2O emissions were less sensitive to the 

initial SOC allocation.  An initial allocation of 2% of the SOC to the highly 

decomposable pool gave reasonable predictions of both CO2 and N2O emissions. 

However, the chamber measurements of CO2 flux will also include CO2 from plant 

above ground respiration, which is currently not simulated by NZ-DNDC. 

NZ-DNDC has been used to estimate agricultural N2O emissions for the Manawatu-

Wanganui region (Giltrap et al. 2007).  The modelled N2O emissions were consistent 

with the IPCC calculations.  However, there was still a high degree of uncertainty in 

the model estimate due to uncertainty in the soil organic carbon.  The model also 

demonstrated that using climate data from different years produced different emission 

factors and could change the total regional N2O emissions by about 20%.   

Some preliminary research has been done on modelling the effects of nitrification 

inhibitors on N2O emissions (Giltrap et al. 2006).  It was found that simply reducing 

the nitrification rate by 60-80% when nitrification inhibitors were used produced good 

agreement with the field measurements.  However, further work is needed to account 

for the differences in nitrification inhibitor lifetime and effectiveness in different soil 

types.  

Summary 

NZ-DNDC has the potential to simultaneous predict fluxes of N2O, CH4 and CO2 from 

agricultural system as well as other environmental/economic impacts such as crop 

production and nitrate leaching.  The model has been tested in a number of field trials, 

although increasing the range of soil and farm types tested will increase confidence in 

the model’s predictions.  Future work is needed to incorporate the effects of mitigation 

strategies, such as nitrification inhibitors, into the model.  An expansion of the model 

to include an enteric methane component and validating the nitrate leaching 
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predictions would allow calculations of net biological greenhouse gas emissions from 

agriculture at paddock, farm and regional scale.  

5.4.3 DAYCENT 

DayCent (Del Grosso et al. 2001) is a daily time-step version of the CENTURY 

ecosystem model (Parton et al. 1994). 

Model description 

The structure of DayCent is similar to DNDC with sub-models for plant productivity, 

land surface parameters, soil organic matter (SOM) decomposition, and N gas fluxes.  

The plant productivity sub-model simulates plant growth while the land surface sub-

model simulates evapotranspiration and soil moisture and temperature for the various 

soil layers.  The decomposition sub-model includes three SOM pools as well above- 

and below- ground litter pools and a surface microbial pool with different potential 

decomposition rates (adjusted by soil moisture and temperature factors).  The N gas 

sub-model predicts N2O and NOx emissions from nitrification and denitrification 

based on WFPS, pH, labile C availability, O2 availability and soil concentrations of 

nitrate and ammonium.  

Modifications for New Zealand conditions 

Major modifications made to DayCent for New Zealand conditions were (van der 

Weerden et al. 2002): 

 Changing plant production so that it was primarily driven by short-wave 

radiation rather than temperature. 

 Adding dynamic allocation of net primary production (NPP) to roots or shoot 

depending on soil nutrient and moisture status. 

 Using a soil moisture factor (moisture held in air-dry soil) instead of clay 

percentage as the key driving variable affecting soil organic matter 

stabilisation. 

 Using an alternative algorithm (Woodward et al. 2001) for potential 

evapotranspiration. 

 Minor changes to the soil temperature, water and grazing routines.  
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 Model parameterised to satisfactorily model pasture production on an irrigated 

Lismore soil. 

Model application in New Zealand 

DayCent was used in a pilot study comparing the performance of three different 

process-based models (NZ-DNDC, DayCent and NOPAS) in predicting soil mineral 

N, WFPS and N2O emissions using data from three New Zealand sites (van der 

Weerden et al. 2002).  In this study DayCent gave poor predictions of WFPS for all 

soils, but reasonable predictions of NH4
+-N and NO3

--N in most cases.  In most cases 

the predicted N2O fluxes were of the correct magnitude, although the daily dynamics 

were not well simulated. 

Harvey et al. (2005) and Saggar et al. (2005b) compared the predictions of DayCent 

and NZ-DNDC with N2O measurements made using chambers and 

micrometeorological methods.  The results of this study have been described in an 

earlier section. 

Stehfest & Müller (2004) tested DayCent’s predictions of N2O produced by 

nitrification and denitrification processes. The model predictions were compared to 

data from a one year field experiment near Lincoln using synthetic urine to simulate 

the effects of sheep grazing.  The fraction of N2O from nitrification was determined 

from a separate field that received the same urine treatments but the acetylene 

inhibition method was used to suppress denitrification reactions.  DayCent predicted 

the general pattern of N2O emissions relatively well but over predicted the observed 

emissions by more than three times.  This was attributed to an overestimation of 

nitrification related N2O emissions.   

Summary 

DayCent has produced reasonable predictions of N2O emissions in New Zealand 

grazed pasture systems.  However, it has been noted that the model needs to be 

modified so that all processes (such as fertiliser/urine addition and plant nutrient 

uptake) can be simulated at a daily time step and that more than one event per month 

can be simulated.  Recently there has been less work on developing DayCent in New 

Zealand compared to NZ-DNDC. 
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5.4.4 Modelling uncertainty discussion 

Saggar et al. (2007a) performed a sensitivity analysis of the paddock-scale 

NZ-DNDC model with respect to the effects of a number of soil, climate and 

management factors on pasture production and N2O emissions.  While 

stocking rate and fertiliser addition were important factors in net N2O 

emission other factors such as SOC, rainfall and temperature also had 

noticeable effects on the annual N2O predicted. 

Giltrap et al. (2007) used NZ-DNDC to predict the agricultural N2O emissions 

for the Manawatu-Wanganui region for the year ended June 2003.  The model 

predicted net agricultural N2O emissions for the region of 4.6  1.5 Gg 

N2O-N.  The uncertainty in this number was due to uncertainties in the SOC 

values only.  This methodology used the most extreme values of SOC within 

each polygon so it may be possible to improve the methodology (e.g. use a 

weighted mean SOC) to reduce the uncertainty.  However, other sources of 

uncertainty such as variations in stocking rates and other management 

practices were not assessed.  From Saggar et al. (2007a) the N2O emissions 

were reasonably linear with respect to stocking rates and fertiliser inputs, so 

using average rates should not have affected the overall emissions 

significantly.  However, assumptions made about the relative amounts of 

fertiliser applied on different farm types and the timing of the fertiliser 

applications may have introduced some bias. 

The Manawatu-Wanganui study also found that rerunning the same soil and 

farm management data using the climate data for the year ended June 2004 

resulted in a 20% reduction in the net N2O emissions.  This indicates that 

interannual variations in climate can have a significant impact on the predicted 

emissions. 
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6 Uncertainty with upscaling 

Overall uncertainty in the national total anthropogenic N2O emission from agriculture 

has been assessed for the national inventory report by Monte Carlo simulation 

following recommendations of Chapter 3 of Inventory Good Practice Guidance 

((IPCC 2006) bearing in mind that uncertainty is inherent and non-normally 

distributed because of the biogenic origin of the gas.  The inventory with its Tier 1 

complexity is highly uncertain.  For 2006, the annual emission is 41.1 Gg per annum 

N2O with the 95% confidence interval of 23.8 to 71.5 Gg per annum (Ministry for the 

Environment 2008).  The majority (90%) of this uncertainty is attributed to EF3(PR&P) 

reflects natural variance in EF3 described as “determined largely by the vagaries of the 

weather and soil type”. 

If the inventory were to be developed beyond “Tier 1”, we cannot assume that 

uncertainty will be reduced as a result in what would be determined by the effect of 

combined disaggregated uncertainties in EF3(PR&P), whether it be disaggregation by 

dung and urine, geographic/climatic region or soil type because uncertainty in each of 

the disaggregated EF3(PR&P).  The data verification requirements are significant. 

In moving to a higher tier (more disaggregated or geospatially modelled emission) the 

contribution to uncertainty in the up-scaled emission estimate of all the input 

components needs to be assessed.  With satellite-based methods discussed in Chapter 

“4 Direct Measurements:  Satellite-based mapping of greenhouse gas column and 

surface flux estimates” data exist for top-down verification of methane emissions from 

space.  The quality of these will improve over time.  However, it is unlikely in the 

short term that methods beyond the paddock-scale will become available for N2O 

emission assessment.  Therefore, it is through model-based upscaling that there is 

greatest promise for climate-responsive regional to national N2O emission assessment.   

“Section 5.4. Recent progress with process-based modelling” includes discussion of 

initial work on model-based regional upscaling for N2O by Giltrap (2007).  As this 

regional work develops, there will be a need for careful consideration of uncertainty 

with upscaling.  Of relevance to model-based upscaling of N2O emission in New 

Zealand is the study of van Bodegom et al (2002) for CH4 from rice paddies in Java.  

The uncertainty framework for CH4 in the context of this study and N2O in New 

Zealand are similar.  These authors consider in detail the range of component 

uncertainties that contribute to upscaled uncertainty.  The four uncertainty source 

categories considered are: 

 uncertainty in actual GHG emission measurement (including underlying 

verification) 
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 uncertainty in model input parameters 

 uncertainty introduced through model parameterisation / simplification 

 uncertainty in process-based understanding or drivers of GHG production 

van Bodegom et al found that for the reasonably heterogeneous methane source, the 

influence of data on the uncertainty in geostatistical upscaling was a major component 

of the overall uncertainty of the upscaled emission estimate compared against the 

uncertainty introduced from the process-based modelling.  They conclude that without 

significant increase in (verification) data across the range of environmental variables, 

it will be difficult to reduce uncertainty in emission estimates. 

In spite of the degree of uncertainty in absolute model emission estimates, their use in 

predicting trends or changes in emission for the entire basket of gases with both 

climate-change related changes in environmental drivers or changes in management 

practices (affecting e.g. available nitrogen inputs) is another important capability of 

(particularly process-based) models.  Li et al (2004) provide a good example of this 

type of model application, exploring some what if? sensitivity analysis. 
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7  Conclusions and recommendations 

In this chapter we briefly summarise aspects where paddock-scale measurement and 

modelling approaches in the near-term will be of greatest utility in advancing 

confidence in the national inventory.  Referring back to Figure 1, both measurement 

and models have now developed to the stage where they can be usefully deployed at 

paddock-scale, measurements should be possible with sufficient accuracy to form a 

good basis for model verification and through model-based upscaling, there is a 

potential methodology for development of higher tier inventory that can respond to 

climate and ultimately could form a good framework for testing system-response to 

mitigation treatments 

7.1 Verification strategy 

Verification of models of various degrees of complexity with accurate field 

measurements of emission will be a critical aspect to refinement and development of 

both national inventory and farmscale inventory if this becomes a point of obligation 

under the Emissions Trading Scheme.  At the paddock scale, micrometeorological 

methodologies for flux measurement require specialised equipment and knowledge 

and the high-precision optical instrumentation is not cheap and therefore widespread 

deployment at the present time is impractical.  With limited resources, it is therefore of 

critical importance that careful strategic consideration is given to the “where and 

when” of measurement programmes.  Amongst farm-systems, intensively farmed 

pastures such as dairy are likely to have highest emissions, there has been a focus on 

study of these systems and that should continue.  There is merit also in looking at less 

intensively farmed areas such as rolling hill country which also accounts for a 

significant amount of land area. 

7.2 Options to enhance confidence of CH4 inventory 

7.2.1 Measurement 

With high-deployment cost, the paddock-scale techniques are not suitable for routine 

application to a large number of farms. They will always need to be applied as well-

planned experiments in limited case studies. Such case studies can, nevertheless, make 

important contributions to increase the confidence of the national CH4 inventory. In at 

least three ways such contributions are feasible, as follows: 
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1. Paddock-scale techniques can provide independent confirmation of the 

animal-scale SF6 technique, by using both approaches simultaneously. This 

would be complementary to animal chamber trials because it works outdoors, 

on larger animal numbers. Past experiments of this kind have found good 

agreement (Laubach & Kelliher 2004, Laubach et al. 2008). 

2. Paddock-scale techniques can assess a herd's response to a change in food 

quantity or quality. Such studies can be specially designed (e.g. using feedlot 

scenarios) to assess the CH4/DMI emissions factor that is used in the national 

inventory. Landcare Research and AgResearch plan such an experiment for 

November 2008. 

3. Paddock-scale techniques will be useful to assess a herd's response to future 

mitigation techniques. Again, it is an important feature of these techniques 

that they work outdoors, on larger animal numbers, while these animals are 

subjected to normal farm management routines (with and without the 

mitigation technique to be tested). Subject to the uncertainty limits as 

discussed above, the effect of the mitigation technique can then be quantified. 

7.2.2 Modelling 

New Zealand currently uses a Tier 2 approach to calculate enteric CH4 emissions 

(Ministry for the Environment 2008).  This approach uses a detailed livestock 

population and productivity model to calculate the required feed intake which is then 

used to derive the enteric CH4 produced.  This calculation is currently performed 

independently of the soil N2O emissions.  In reality there are feedbacks between 

pasture growth and quality, animal productivity and excretal-N inputs to the soil.  

Therefore including these feedbacks in a process-based model would enable the 

impacts of enteric CH4 mitigation options on soil N2O emissions (and vice versa) to be 

assessed. 

7.3 Options to enhance confidence of N2O inventory 

7.3.1 Measurement 

In addition to enhancing confidence in the CH4 inventory, paddock-scale techniques 

can contribute to enhancing confidence in the N2O inventory, as follows. 

1. Paddock-scale techniques can be used, in case studies, to assess paddock 

emissions prior, during and after being grazed by a herd (and same can be 

done for fertiliser application). They can establish the time trajectory of the 
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emissions over a few weeks and, by integration, the total emission related to 

the grazing (or fertilising) event. The emissions can then be compared to 

inventory-based predictions, thereby assessing the suitability of the emission 

factors used in the inventory. Examples of such case studies are Harvey et al. 

(2008) and Phillips et al. (2007). 

2. These case studies also allow us to improve our understanding of the 

processes controlling N2O emissions, because relevant parameters like soil 

temperature or soil moisture can be measured simultaneously. That way, the 

emission factors can not only be tested, but their parameterisation can be 

improved, leading to better inventory predictions. 

3. Like for CH4, paddock-scale techniques will be useful to assess the efficacy of 

mitigation techniques for N2O. Subject to the uncertainty limits, the effects of 

the tested mitigation technique can then be quantified. 

4. Longer-term studies to assess the seasonal variability of emission factors for 

N2O are possible, too. For example, Scanlon and Kiely (2003) found, in an 8-

month long experiment over grazed and fertilised pasture in Ireland, that the 

emission factor there did not show a significant seasonal variation. Given that 

result, and considering the required long-term commitment of expensive 

equipment and labour, this is perhaps of lower priority than studies to assess 

the variability with type of farming activity and soil properties (see 2). 

7.3.2 Modelling 

Modelling is always going to be required for New Zealand’s N2O inventory as 

national scale measurements will not be practicable.  Process-based modelling can 

contribute to the improvement of the national inventory in the following ways: 

1. Assessing the efficacy of mitigation strategies such as nitrification inhibitors 

and stand-off pads in reducing emissions. 

2. Assessing the variability in N2O emissions caused by variations in soil 

properties, climate and management regimes. 

3. Providing independent verification of the national inventory following 

extensive calibration/validation. 
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4. Aiding disaggregation of emission factors by (for example) region, farm type, 

soil type or climate regime. 

5. Examining the long term impacts of climate change and management 

strategies on agricultural greenhouse gas emissions. 

6. A well-proven and internationally accepted model could be used directly or 

aid the development of a Tier III inventory methodology. 

 It is important that the models used can account for all three greenhouse gases (CH4, 

N2O and CO2) as in some situations reductions in one gas may be offset by an increase 

in another gas.  Process-based models can be particularly useful for identifying such 

risks as they incorporate many of the complex feedback mechanisms.   

Models will be needed that can operate at paddock scale (for comparison with 

experimental results), farm scale (to develop best management practices and/or enable 

farmers to assess their greenhouse gas emissions) and regional/national scale (for 

inventory purposes and scenario testing). 
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